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Analyzing Request Volatility in Cloud-based
Machine Learning: Insights from Alibaba’s Machine
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Abstract—With advancements in machine learning (ML) tech-
nology and the deployment of large ML-as-a-Service (MLaaS)
clouds, accurately understanding request behaviors in an MLaaS
cloud platform is paramount for resource scheduling and opti-
mization. This paper sheds light on the correlation of request
arrivals in a representative and dynamic MLaaS workload –
Alibaba PAI (an ML platform for artificial intelligence). For
requests in the PAI workloads at the job, task, instance, and
machine levels, our burstiness diagnosis reveals that the request
arrival processes at all levels are significantly bursty. Additionally,
our Gaussianity test indicates that the bursty activities in PAI
consistently appear to be non-Gaussian. Our findings show that
there exists a certain degree of correlation between request
arrivals at each level over long-term time scales. Moreover, we
reveal the self-similar nature of request activities in the various-
level wild MLaaS workloads on Alibaba PAI through visual evi-
dence, the auto-correlation structure of the aggregated process of
request sequences, and Hurst parameter estimates. Furthermore,
we implement a versatile workload synthetic model to synthesize
request series based on the inputs measured from the PAI trace.
Experimental results demonstrate that our model outperforms
typical self-similar workload models, and can improve accuracy
by up to 99% compared to them.

Index Terms—Machine learning cloud platform, workload
analysis, burst, heavy-tailed, self-similarity, synthetic model.
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W ITH the sustained advances in ML technology, deep
learning (DL) methods are being widely used by a

growing number of users in various scientific fields to drive
scientific discovery and innovation, such as auto-driving cars,
drug development, and image processing. To accommodate
the computing demands of rapidly growing ML workloads,
large tech firms are channeling investments in ML-as-a-service
(MLaaS) clouds outfitted with costly hardware including
GPUs to execute various types of ML workloads, such as
training and inference [1]. Optimizing resource scheduling
and management of GPU clusters requires insight into job
characteristics and user behaviors in ML application work-
loads [2]. A useful and judicious first step in understanding
arrival characteristics is to analyze real workloads and employ
corresponding stochastic models to effectively characterize the
workload [3].

Recently, the research community adopted traditional dis-
tributions, such as uniform [4] and exponential [5], to ap-
proximate the description of request features in computation-
intensive ML workloads. Meanwhile, ML researchers found
that burst phenomena are prevalent in both ML and DL work-
loads [1], [2], [6], which even show a heavy-tailed feature [1],
[7]. However, the traditional distributions mentioned above
fail to specialize in capturing the burst behavior, which brings
many challenges to accurately understanding request behaviors
in ML application workloads.

Motivated by these observations, we analyze the workload
traces [1] gleaned from the ML Platform for Artificial In-
telligence (PAI) – an integrative MLaaS platform offered by
Alibaba cloud. The PAI workloads consist of both training
and inference tasks executing cutting-edge ML algorithms.
For the PAI workloads at the levels of job, task, instance,
and machine, we characterize request burstiness, conduct the
Gaussianity tests [8] for request sequences, and diagnose the
correlation of arrival patterns. For the PAI workloads with
certain degrees of correlations, this paper presents visual and
theoretical evidence for the existence of self-similarity and
estimates the self-similarity parameters using statistical tools.
Based on the inputs measured from the PAI traces, we further
employ a versatile synthetic model to faithfully synthesize
request sequences in the PAI workloads at various levels,
respectively. To the best of our knowledge, few research works
on this topic have been reported in the literature.

In short, this paper makes the following four contributions:
• For the requests in the PAI workloads at the levels of

job, task, instance, and machine, we characterize the
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burstiness and reveal that request arrival processes are
significantly bursty. Furthermore, we study the correlation
of request arrivals. Our findings uncover that there is
a certain degree of correlation between request arrivals.
Moreover, for the requests in the job-level and task-level
workloads, both the correlations among request arrivals
and the measurements for the burstiness of requests are
relatively close, respectively, which may be caused by the
fact that most jobs in PAI have only one task [1].

• We perform the Gaussianity tests for the request se-
quences in the PAI workloads at various levels. The
testing results show that the burst activities in the PAI
workloads appear to be non-Gaussian. This observation
is surprising because it differs significantly from previ-
ous studies using Gaussian methods to analyze Alibaba
production cluster data [5]. Therefore, our findings help
to faithfully describe the burst behaviors in PAI.

• We unearth the self-similar nature of request activities
in the PAI workloads at various levels through visual
evidence, the auto-correlation structure of an aggregated
process of request sequences, and Hurst parameter [8]
estimates.

• We employ a versatile request generator based on the
inputs measured from the Alibaba PAI traces to generate
synthetic request sequences for PAI at the levels of
job, task, instance, and machine. Experimental results
demonstrate that our model outperforms existing models
in terms of accuracy in emulating burstiness and heavy-
tailed property.

The rest of this paper is organized as follows. Section
II gives an overview of the Alibaba PAI traces investigated
throughout this work and summarizes related research stud-
ies. Section III characterizes the burstiness of the request
arrival process in the PAI workload at each level, performs
the Gaussianity tests for the request sequences in the PAI
workloads at various levels, and elaborates on the correlation
of request arrivals in the four-level PAI workloads. Section IV
presents both visual and statistical evidence for the existence
of self-similarity in the PAI workloads. Section V articulates
the implementation of a request series generator to synthesize
request series for PAI. Section VI discusses the importance
of gaining insights into the workload characteristics of ML
applications. Section VII concludes this paper.

II. BACKGROUND AND MOTIVATION

A. Alibaba PAI

In machine learning cloud platforms, jobs, tasks, instances,
and machines are the core concepts for building and managing
machine learning workflows. A job is a complete computing
process performed on a machine learning cloud platform, usu-
ally corresponding to an end-to-end machine learning work-
flow, such as model training, inference, or data processing.
Each job is decomposed into one or more tasks that are exe-
cuted sequentially or in parallel. A task is a specific execution
unit within a job, corresponding to a stage in the machine
learning workflow, such as data cleaning, feature extraction,

model training or evaluation. An instance is a unit of comput-
ing resources allocated by the cloud platform, usually referring
to a virtual machine or containerized environment. Tasks are
typically bound to specific computing resources (instances) for
execution. Machines are the physical or virtualized hardware
resources that provide computing power at the underlying layer
of the cloud platform, such as GPU clusters, or CPU servers.
Each task may consist of one or multiple instances and can
run on multiple machines.

Taking the TensorFlow framework [9] as an example, users
define computational graphs (jobs) on the client side, which
include variables, operators, and data flow relationships. These
jobs are submitted to the distributed master node via a
Session. The master node optimizes the job (e.g., operator
fusion, constant folding) and splits the logical computational
graph into multiple subgraphs based on device topology and
parallelization strategies (data parallelism/model parallelism).
Subsequently, the master node assigns the optimized subgraphs
to different worker nodes, with each subgraph corresponding
to a task. The task can then be mapped to devices, such as
CPU or GPU, forming a physical execution plan.

Fig. 1. PAI architecture overview.

MLaaS packages the entire machine learning workflow,
including data preprocessing, model training, inference, and
more, into standardized cloud services, lowering technical
barriers through elastic computing power, automated tools,
and pre-built algorithm libraries. To enable developers to
use ML technology flexibly and efficiently, Alibaba Cloud
launched the ML Platform for Artificial Intelligence (PAI) – a
large production cluster comprising over 6,500 GPUs across
1,800 machines – to provide a variety of services spanning
the whole ML pipeline (see Figure 1 for an architectural
overview). In PAI, users send ML jobs, including training
and inference, which are developed in various frameworks,
including TensorFlow, MXNet [10], and Graph-Learn [11],
and provide application code. Meanwhile, users specify the
computational resources required, such as GPUs, CPUs, and
memory. Each job is then split into multiple tasks with
different compute roles: parameter server (PS), workers for
training jobs, and estimators for inference jobs. To simplify
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scheduling and execution on heterogeneous hardware, Docker
containers are employed to instantiate tasks in PAI. Each task
consists of many instances that run in Docker containers. Due
to cost considerations, only some subclusters in PAI are fitted
with NVLink in multi-GPU servers.

As the core platform of Alibaba’s MLaaS, PAI empowers
enterprises to rapidly build and optimize predictive models,
covering multiple application scenarios, such as e-commerce,
product recommendation, and financial. For instance, in prod-
uct recommendation, PAI leverages collaborative filtering and
deep interest network models to deliver millisecond-level
response recommendations, dynamically generating personal-
ized product suggestions (e.g., Taobao homepage Feed stream)
based on users’ real-time behaviors. Additionally, PAI’s pre-
built algorithms reduce the model deployment cycle from the
traditional 2-3 weeks to within 3 days. Since its deployment,
PAI has attracted tens of thousands of enterprises and individ-
ual developers, becoming one of the leading MLaaS platforms
in China.

To address the challenges of load imbalance and long
queuing delays across heterogeneous machines caused by
cluster scheduling, Weng et al. [1] ran training and inference
jobs using state-of-the-art ML algorithms on PAI in the second
half of 2020, and collected application workload traces for
two months. The trace files analyzed in this work, include
pai job table (job launch information), pai task table (task
launch information), pai instance table (instance launch in-
formation), and pai machine metric (machine resource met-
rics with respect to the instance). Taking âpai job tableâ?as an
example, each row represents the information corresponding to
one request, including timestamp, user name, name of users’
submit jobs, job status, etc. A detailed description of the PAI
traces can be found in the referenced literature [1].

Table I briefly summarizes the PAI trace, in which the
V100M32 and V100 GPUs are equipped with NVLink. The
traces record timestamps, resource requests, and usage at the
levels of job, task, instance, and machine. The traces at the
job, task, and instance levels include the corresponding launch
information, while the machine-level trace contains machine
resource metrics related to the instance. Most jobs in the traces
have only one task, but some may launch multiple tasks with
different names. However, since our study aims at studying
the arrival process of requests from a temporal perspective,
we only use timestamp information (in seconds for about two
months), without considering other information.

TABLE I
SUMMARY OF PAI TRACE AND MACHINE SPECS OF GPU CLUSTERS [1].

#Machines 1800 Duration 2 months
Memory (GiB) 512 512 512 384 512/384

GPU type P100 T4 Misc. V100M32 V100
#GPUs 2 2 8 8 8
#Nodes 798 497 280 135 104

Previous studies on the PAI traces have shown that request
behaviors in ML application workloads are bursty and exhibit
heavy-tailed features [1]. In genereal, request bursts often
exist on different time scales, and traditional methods (e.g.,
exponential) will gradually become smooth at long time scales,

making them difficult to accurately describe the burst behav-
iors in request activities [12], posing significant challenges to
the accurate understanding of request activities in typical ML
workloads, as well as to their scheduling and optimization.

These observations have inspired us to examine the fea-
sibility and effectiveness of using traditional methods such
as uniform [4] and exponential [5] distributions to describe
request behaviors in representative MLaaS workloads. In other
words, we must consider the following critical issues: Is it
appropriate to use independently and identically distributed
(IID) methods to describe the bursts and heavy-tailed behav-
iors in MLaaS workloads? Whether do the request activities in
MLaaS workloads also present the self-similarity observed in
other workloads [13], [14]? To find the answer, we revisit the
PAI workloads at various levels, and diagnose the temporal
behaviors in Section III.

B. Related Work

At present, the research community is making significant
efforts to guide cluster design based on characterizing ML
application workloads. In this section, we focus on previous
works most relevant to this study.

1) Workload Characterization: Currently, the research
community often employs traditional methods to approxi-
mately characterize request behaviors in ML workloads. For
instance, Li et al. [15] assumed that requests for each model
follow independent Poisson processes, thereby modeling the
service of individual GPUs as an M/D/1 queue. Based on this,
they conducted queuing theory analyses to derive analytical
expressions for critical metrics such as the average number of
requests and average latency. Additionally, Zhang et al. [16]
hypothesized that job arrivals adhere to a Poisson distribution
and generated corresponding job arrival processes by parame-
terizing them using publicly available GPU trace data from
Helios, aiming to simulate request behaviors in production
clusters.

Recently, researchers have discovered that request behaviors
in ML workloads exhibit bursty or heavy-tailed characteristics.
For instance, while evaluating their proposed GPU cluster task
scheduling optimization solution, IADeep, Chen et al. [17]
noted that the completion times of small DL tasks in the
baseline demonstrated heavy-tailed properties. Additionally,
Saxena et al. [18] generated a long-duration (up to 12 hours)
workload featuring bursty arrivals of DL jobs based on a
Poisson distribution parameterized by the average job arrival
rate, claiming it reflects real-world DL job arrival scenarios.
However, the Poisson distribution is not well-suited for cap-
turing burstiness [19].

2) Self-similarity: In nature, many phenomena exhibit self-
similarity, such as a fern plant, where a part resembles the
whole or other parts. This characteristic is referred to as
self-similarity. For time series, self-similarity implies that the
attributes of a given process remain consistent across different
time scales. Recently, researchers have been examining self-
similarity in various domains, such as network traffic [20],
cloud workloads [13], social network dynamics [21], and
internet traffic [14], to accurately characterize their respective
workloads. For instance, Li et al. [20] observed that normal
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Fig. 2. Empirical CDFs of request arrival intervals in the PAI workloads at the job, task, instance and machine levels, respectively.

OpenFlow traffic has a low self-similarity degree whereas
the occurrences of saturation attacks typically imply a higher
degree of self-similarity measured by Hurst exponents. Then
they exploited the self-similarity degrees of OpenFlow traffic
for anomaly detection. Gupta et al. [13] studied Google cluster
traces and found self-similarity and heavy-tailed behaviors in
cloud workloads using auto-correlation analysis and rescaled
adjusted range (R/S) analysis. Liu et al. [21] analyzed traces
from Renren social networks and Facebook, and found self-
similarity in the edge creation process of networks. Similarly,
Li et al. [14] demonstrated self-similarity in industrial internet
traffic. Furthermore, Talluri et al. [22] conducted a statistical
analysis of file popularity, read size, arrival interval, reuse
time, etc. using Spark data collected over six months. Their
findings showed that read operations exhibit heavy tails, bursts,
and negative long-range dependence.

C. Motivation

Although Weng et al. [1] observed that the request behaviors
in the PAI workloads are bursty and even exhibit heavy-tailed
properties, they did not further investigate or characterize the
burstiness of request behaviors in the PAI workloads at various
levels. However, accurately characterizing burstiness, as an
important workload characteristic, is crucial for both resource
scheduling and system tuning. This paper aims to fill this
gap by providing an in-depth analysis. Furthermore, given the
distinctive access mode of machine learning platforms [6],
these observations prompt us to investigate whether self-
similarity exists in the PAI workloads.

Anchored on the real-world wild PAI workloads from
Alibaba, timestamps are extracted from the four trace files
(i.e., job, task, instance, and machine). Due to the fact that the
original trace files are not strictly recorded in chronological
sequence during the collection or storage of trace information,
the extracted timestamp are reordered chronologically, then
converted to the time intervals between two adjacent requests
(i.e., inter-arrival times), and the number of requests per
second. No outliers or noise were removed, ensuring that trace
faithfully reflects real-world variability. This work focuses on
the characterization of request burstiness, and the appropri-
ateness of describing request burst behaviors with traditional
distributions. A second focus of this study is the presence of
self-similarity. The third aspect of this work is the synthesis
of the request sequence.

III. PAI WORKLOAD DIAGNOSIS

In this section, we provide an in-depth understanding of
the request activities in typical DL applications by diagnosing
four real levels of Alibaba PAI workloads, namely, job, task,
instance, and machine.

A. Burstiness

To deeply understand the access features in system work-
loads, a useful perspective is to dissect the arrival mode. For
a series of access requests in system workloads, the workload
can be considered a burst workload if the corresponding
request arrival process X is non-stationary and has a large
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variance. Previous works have observed that “burstiness”
exists widely in the workloads of various systems, such as
network [23]–[25], mobile storage [26], and cloud block
storage [27].

To characterize request burstiness in the PAI workloads at
the levels of job, task, instance and machine, this work extracts
the request arrival intervals (RAI) from the corresponding PAI
traces and explores the corresponding empirical distribution
rules. To visually show the features that exist in the arrival
pattern, we present the cumulative distribution function (CDF)
of the request arrival intervals in Figure 2. In Figure 2, the
horizontal axis denotes request arrival intervals in seconds, and
the vertical axis represents the proportion of the corresponding
value in the whole. A point (x, y) in the distribution curve,
indicates that the proportion of request arrival intervals less
than or equal to x in the corresponding time series is y.

For each subplot within Figure 2, we have magnified the
local part involved in the distribution curve, to clearly display
the important observations in the empirical distribution curve,
as shown in the blue box within each subplot. As can be
seen from Figure 2, for the PAI workload at the levels of
job, task, instance, and machine, about 48%, 49%, 88% and
83% of requests arrive within an interval of no more than
1 second, respectively, and even up to 29%, 30%, 78% and
72% of request arrival intervals are 0 second, respectively. The
aforementioned gauges are summarized in Table II.

Non-stationary. These aforementioned observations reveal
that most requests in the PAI workloads at the levels of job,
task, instance, and machine, arrive intensively at some hotspot
moments, thus causing the aggregation effect of requests,
which makes the entire request arrival process non-stationary.

Variance. For the PAI workloads at various levels, as shown
in Table II, the statistical findings show that the variances
of the corresponding request arrival intervals are as high as
4896.4, 4090.5, 1312.2, and 8892.0, respectively, satisfying
another necessary condition to become a burst workload.
Therefore, the concept of “burstiness” can be used to describe
the high variability of the request arrival process in the PAI
workloads at all levels.

TABLE II
SUMMARY OF MEASURES FOR THE REQUEST BURSTINESS IN THE PAI
WORKLOADS AT THE LEVELS OF JOB, TASK, INSTANCE AND MACHINE.

Trace Empirical study Variance CV IDIlevel RAI ≤ 1 RAI = 0

Job ≈ 48% ≈ 29% 4896.4 12.356 152.67
Task ≈ 49% ≈ 30% 4090.5 13.500 182.25

Instance ≈ 88% ≈ 78% 1312.2 34.958 1222.1
Machine ≈ 83% ≈ 72% 8892.0 38.973 1518.8

To strengthen the reliability of observations regarding bursti-
ness, we utilize the coefficient of variation (CV) [28] to assess
the variability of arrival intervals. For a time seires, the CV
is defined as the quotient of standard deviation and mean. A
CV greater than 1 indicates high variability. For the request
arrival intervals in the PAI workloads at the job, task, instance,
and machine levels, we calculated the CVs as 12.356, 13.500,
34.958, and 38.973, respectively, as shown in Table II. All CV

values are much greater than 1, thereby confirming the burst
nature of requests within the PAI workloads.

Previous works have suggested that the strength of bursti-
ness can be quantified by the index of dispersion [29]. The
larger the value of the index of dispersion, the higher the
strength of burstiness. For the PAI workload at each level,
this section utilizes the index of dispersion for intervals (IDI)
proposed in the literature [29], to measure the corresponding
strength of burstiness. For a time seires of arrival intervals, X ,
the IDI is defined as:

IDI =
V ar[X]

E2[X]
, (1)

where the numerator represents the variance of X , and the
denominator is the square of the mean of X . By calculating
Equantion (1), we obtain the indices of dispersion for request
arrival intervals in the PAI workload at various levels as
152.67, 182.25, 1222.1, and 1518.8, respectively, as shown in
Table II. This finding indicates that request arrivals in the PAI
workloads at various levels consistently present a significant
bursty nature, especially for the instance and machine-level
PAI workloads.

Upon examining Table II, the indices of dispersion and
the empirical studies of the request intervals suggest that the
burstiness of requests at the instance and machine levels seems
to be stronger than that at the job and task levels. Moreover, we
observe that the measurements for the burstiness of requests
in the job and task-level workloads are relatively close, which
may be due to the fact that most jobs in PAI have only one
task [1].

The burstiness of job-level requests leads to resource con-
tention and queuing delays under traditional static allocation
strategies. To mitigate these issues, priority scheduling and
preemption mechanisms should be adopted to enable dynamic
resource release. For instance, deep learning algorithms can
be utilized to evaluate task priorities and dynamically adjust
resource allocation strategies in real-time. When the number
of tasks within a single job increases significantly, it becomes
essential to dynamically partition the computing unit and
optimize parallel scheduling. Systems like Flink reduce redun-
dant computation overhead through intermediate state caching
for computed results, while distributed architectures enhance
throughput by coordinating node-level collaborative compu-
tations. For bursty instance-level requests, load rebalancing
can be achieved by integrating hot migration technology with
energy consumption monitoring. Furthermore, research on the
burstiness of machine-level requests supports dynamic cache
management and capacity planning for burst buffers, as well
as the design of adaptive load-balancing algorithms to improve
overall system performance and response efficiency.

Despite its practical value, the index of dispersion has
limitations. A notable limitation is its sensitivity to outliers;
extreme values can disproportionately affect variance, causing
the index of dispersion to be artificially inflated and leading to
misleading results. Moreover, the index of dispersion default
that the mean is a valid measure of central tendency, but this
assumption may not hold in skewed distributions.

Now, let us recap this major observation as
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Fig. 3. Examine the Gaussianity of request activities in the PAI workloads
at the job, task, instance, and machine levels through QQ plots of PAI trace
data versus standard normal, respectively.

Finding (1): In the PAI workloads at each level, approxi-
mately more than half of the requests arrive
no more than 1 second apart, and more than
30% of the request intervals are 0 second.

Finding (2): For PAI, the request arrival process at each
level has a large variance.

Finding (3): For request arrival intervals in the PAI
workloads at various levels, all CV values
are significantly exceed 1.

Finding (4): The index of dispersion for request arrival
intervals in the PAI workloads at the four
levels are particularly large, especially for
the instance and machine levels.

Implications: Request activities in the PAI workloads at
all levels consistently exhibit burstiness,
especially at the instance and machine
levels. Scaling storage subsystems or al-
locating appropriate storage resources in
response to increased computing demands
caused by burstiness can enhance the per-
formance of Alibaba’s MLaaS platform.

B. Gaussianity Study

Previous research [5], [30] suggests that Gaussianity or non-
Gaussianity in system workloads is a concern when building
performance evaluation models. Conducting a Gaussianity
test facilitates the accurate description of tail trends in the
distribution of access characteristics and the construction of

convincing models. Therefore, we deploy the Gaussianity test
to study the request sequences in the PAI workloads.

A Gaussianity test can be performed through quantile-
quantile (QQ) plots. For a random variable X = {Xt : t =
1, 2, . . .}, the quantile refers to the real number x that satisfies
the condition P (Xt ≤ x) = c, where c is a constant. The
quantiles x, y for two random variables X and Y constitute
a coordinate (x, y), and a series of coordinates form the
trajectory a QQ plot. If the two data sets X and Y follow the
same distribution, then the coordinates will fall on a straight
line at a 45-degree angle, and vice versa.

For request activities in the PAI workloads at the job, task,
instance, and machine levels, Figure 3 depicts the correspond-
ing QQ plots of PAI trace data versus the corresponding
standard normal distributions. As shown in Figures 3(a)-
(d), the scatters corresponding to the PAI trace data at the
aforementioned four levels clearly do not fall on a straight line.
All the curves are concavely upward and display a heavy-tailed
trend. Furthermore, we conducted the Kolmogorov-Smirnov
test [31] on each of the four levels of the PAI workloads
previously mentioned. The test results consistently yielded a
statistic of 1, leading to the rejection of the null hypothesis
of standard normal distribution at the 5% significance level.
These observations indicate that the request behaviors appear
to be non-Gaussian at the job, task, instance, and machine
levels.

This finding is surprising because it diverges significantly
from the Gaussian distribution previously used in analyzing
Alibaba’s production cluster data [5]. This phenomenon may
be associated with the greater number of bursts present in the
PAI workload when running state-of-the-art ML algorithms.

We summarize this key observation as

Finding (5): The scatter plots corresponding to the PAI
workload at each level clearly do not fall
on a straight line, and exhibit a heavy-tailed
feature.

Implications: Request behaviors in the PAI workloads at
the job, task, instance, and machine levels
appear to consistently be non-Gaussian.
During busy periods of heavy-tailed be-
haviors, Alibaba’s MLaaS platform can
allocate additional resources to handle in-
creased computing demands, thereby re-
ducing task latency.

C. Correlation Analysis

In the following, we employ a widely used statistical
tool, the auto-correlation function (ACF) [13], [32], [33], to
diagnose the correlation of arrival intervals of requests in the
PAI workloads.

Let a time series be denoted as Y = {Yt : t = 1, 2, · · · , n},
with the expectation θ = E[Yt]; let k denote each time
interval (or lag). Each lag corresponds to an auto-correlation
coefficient independent of the time itself and is denoted as
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R(k). Note yt = Yt − θ, and we have {yt : t = 1, 2, · · · }.
Then, for k ≥ 0, the auto-correlation function with a lag of k
is defined as:

R(k) =
E[yt · yt+k]

E[y2t ]
(2)

where R(k) denotes the correlation coefficient at the indepen-
dent variable k. Equation (2) aims to measure the interrela-
tionship between two adjacent elements in a time series. A
comprehensive description of ACF can be found in [32].

The trend of the auto-correlation function curve is closely
related to the patterns of request activities in the PAI work-
loads. If, as the lag increases, the correlation coefficient of the
inter-arrival interval decreases rapidly and approaches zero, the
correlation of request behaviors in PAI will become trivial.
This suggests that the burstiness in the PAI workloads will
be gradually smoothed out over time, making it reasonable
to adopt an independent identically distributed method to
characterize request activities. If the correlation coefficient
does not rapidly approach zero, there exists a certain degree of
correlation between the request arrivals in the PAI workloads.
In this case, to accurately describe the request behaviors in
PAI, it is necessary to consider other approaches, such as long-
range dependence (also known as self-similarity).
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Fig. 4. Auto-correlation functions of request arrival intervals in the PAI
workloads at the job, task, instance and machine levels.

Figure 4 illustrates the auto-correlation functions of arrival
intervals for requests in the PAI workloads at the job, task,
instance, and machine levels, respectively. As the lag increases
from 0 to 500, the correlation coefficients of requests at the
aforementioned four levels, do not sharply approach zero
but show a gradual trend; instead, they exhibit a gradual
decline. At certain lags, the coefficients increase, suggesting
that the correlation persists over longer intervals. Interestingly,
as shown in Figure 4, the trends of curves for the job-level
and task-level workloads are relatively synchronized. This
phenomenon may be related to the fact that most jobs in PAI
have only one task [1].

These observations indicate a significant degree of correla-
tion between request arrivals in the PAI workloads at the job,
task, instance, and machine levels, rendering the use of an
independent identically distributed method to describe request
activities unsuitable. Consequently, request activities in PAI
demonstrate not only bursts and heavy-tailed distributions but
also correlations across extended time scales.

Autocorrelation causes job requests to exhibit periodic or
trend-like characteristics, allowing the scheduling algorithm to
predict future resource demand by analyzing historical data.
For example, GPU resources are pre-allocated based on time
series analysis to reduce delays caused by resource contention.
The autocorrelation of task-level requests can lead to abrupt
surges or drops in resource demands, exacerbating response
delays during elastic scaling. In containerized environments,
integrating predictive maintenance techniques, such as load
prediction through real-time data analysis, is essential for
optimizing elastic resource scheduling. For instance-level re-
quest streams with strong autocorrelation, sharding combined
with algorithms like consistent hashing can direct correlated
requests to the same instance. This approach reduces cross-
instance communication overhead and prevents hotspot issues.
Based on the autocorrelation of machine-level requests, elastic
resource quotas can be reserved for auto-correlated tasks, and
a preemption mechanism for interruptible low-priority tasks
can be designed. When highly auto-correlated workloads are
detected, reserved resources can be rapidly released to smooth
load fluctuations.

The aforementioned observations demonstrate that when
executing state-of-the-art ML algorithms on PAI, there are
new and distinctive characteristics of request behaviors at the
job, task, instance, and machine levels – not merely burstiness
but also a discernible degree of correlation. The observed
correlation of arrival intervals in the PAI workloads compels us
to investigate the presence of self-similarity in the subsequent
section.

We encapsulate this crucial insight as follows:

Finding (6): There exists a certain degree of correlation
between requests in the PAI workload at
each level.

Implications: Exploring self-similarity in the PAI work-
load at all levels becomes essential to ac-
curately understand request behaviors and
improve performance in Alibaba’s MLaaS
platform.

IV. SELF-SIMILARITY STUDY

In this section, we explore the self-similarity in the PAI
workloads at the job, task, instance and machine levels from
the following three aspects: (1) showing the visualization,
(2) providing theoretical evidence through the auto-correlation
structures of the aggregation processes of request sequences,
and (3) estimating the self-similarity parameter through clas-
sical tools and making the corresponding judgments.

A. Self-similar Process

First, let us outline the basic knowledge of the self-similar
process involved in this work. A detailed introduction can be
found in the literature [34].
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Consider a stochastic process X = {Xt : t = 1, 2, 3, · · · },
then X(m) = {X(m)

t : t = 1, 2, 3, · · · } is referred to as the
m-order aggregated process corresponding to X , if

X
(m)
t =

1

m

∑m−1

i=0
Xtm−i. (3)

Hence, we have the ACF corresponding to X(m) as R(m)(k).
For the traditional stochastic process such as Poisson, the ACF
for X(m) degenerates with an increasing m, and converges to
0, i.e.,

R(m)(k) → 0, as m → ∞. (4)

If the structure of R(m)(k) does not degenerate with the
increase of m and tends to be the same function structure
(i.e., as m → ∞), we have

R(m)(k) → 1

2

[
(k + 1)2−λ − 2k2−λ + (k − 1)2−λ

]
, (5)

and the process X is said to be self-similar with the Hurst
parameter H (H = 1− λ

2 , 0 < λ < 1). The Hurst parameter
is the sole parameter describing the degree of self-similarity,
and a value in the range of (0.5, 1) indicates the presence
of self-similarity, which is also called long-range dependence
(LRD).

Lemma 1 [35]. For a stochastic process X with covariance
stationarity, X is self-similar and the two propositions below
are equivalent if the process X matches any of the following
two conditions:
(1) X has an auto-correlation function in the form

R(k) =
1

2

[
(k + 1)2−λ − 2k2−λ + (k − 1)2−λ

]
. (6)

(2) the m-order aggregated process for X matches

V ar(X(m)) = σ2m−λ, for 0 < λ < 1. (7)

B. Visualization

A self-similar workload is predominantly characterized by
the persistence of bursts and burst aggregations at diverse
timescales, with the persistent pattern itself exhibiting notably
similar traits.

Therefore, at different timescales, we examine request be-
haviors in the PAI workload at the levels of job, task, instance,
and machine, observing analogous patterns of activity. To
intuitively demonstrate the findings, we depict the task-level
request sequences at three disparate timescales in the left
column of Figure 5, and in the right column, we draw the
machine-level request sequences on the same time scale as in
the left column, respectively.

In Figure 5, the left column includes subplots (a)-(c), and
the right column encompasses subplots (a’)-(c’), with each
subsequent timescale being an order of magnitude larger
than the one preceding it. On the horizontal axis, we plot
the timescale, and the vertical axis indicates the number of
requests per time unit.

In Figure 5, for three subplots within each column, each sub-
plot originates from a subinterval randomly selected from the
time range represented in the succeeding subplot and amplifies
the temporal resolution by a factor of 10. For instance, subplot

(a) in the left column delineates a brief span (100,000 seconds)
sampled randomly from subplot (b), which in turn portrays a
concise interval (1,000,000 seconds) randomly chosen from
subplot (c), and similarly for the subplots (a’)-(c’) in the right
column.

Evident in each column of Figure 5, each subplot exhibits
numerous “spikes” (i.e., bursts), which are sequences of in-
tervals marked by pronounced fluctuations – larger bursts
intermingling with smaller ones. Across the three subplots in
both the left and right columns, these “spikes” within the PAI
workload at the task (or machine) level, manifest a consistent
pattern, unvarying across different timescales.

The aforementioned patterns indicate that the temporal span
of bursty request activities in PAI is composed of nested subin-
tervals, each characterized by bursty behavior. In turn, these
subintervals are comprised of further subintervals reflecting
similar burst-like dynamics. This implies that sequences of
requests in PAI exhibit the characteristics of a self-similar
process over extended timescales.

Comparing the left and right columns in Figure 5, it is
readily apparent that the requests in the machine-level PAI
workload are more intensive than those at the task level – a
trend that aligns fully with the test results given in Section
III-A and supports the burstiness diagnosis results.

The aforementioned critical observations are encapsulated
as

Finding (7): The time range in which requests are bursty
consists of nested subintervals that are
made up of even smaller subintervals with
similar burst behaviors.

Finding (8): Requests in the instance and machine-level
PAI workloads are more intensive than
those at the job and task levels.

Implications: Request activities in the PAI workload at
each level exhibit characteristics of self-
similarity. This offers an opportunity to
enhance load balancing by incorporating
the factor of self-similarity when dynam-
ically and reasonably distributing com-
puting tasks, thereby avoiding bottlenecks
during bursty periods.

C. Theoretical Evidence

The discussion about the structure of R(m)(k) in Section
IV-A provides a theoretical basis for detecting the existence
of self-similarity. Specifically, self-similar workloads exhibit
burstiness at different time scales due to similar scale-invariant
properties.

For requests in the PAI workloads at the levels of job,
task, instance, and machine, we examine the auto-correlation
functions of the aggregated time series of request sequences at
multiple aggregation levels. Firstly, taking the request series at
the machine level as an example, we draw the auto-correlation
functions of the time series at three aggregation levels in
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Fig. 5. Visualization of request sequences in the PAI workloads at the levels of task and machine: Left plots depict the number of requests at the task level
(TASKs) per unit time for three different time scales (a)-(c), and right plots illustrate the number of requests at the machine level (REQUESTs) per unit time
for the same time scales (a′)-(c′). Each plot has ten thousand buckets.
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Fig. 6. Auto-correlation functions of the aggregated time series for request sequences in the PAI workloads at the levels of: (a) job, (b) task, and (c) instance,
respectively.

Figure 7(a) and plot the auto-correlation functions of the
corresponding artificial Poisson workloads in Figure 7(b). The
aggregation levels (m) are 1, 10, and 100, respectively.

As observed in Figure 7(a), with the increase of lag from
1 to 1000, the correlation coefficients of the machine-level
request sequence fluctuate and do not approach zero. This
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Fig. 7. Auto-correlation functions of the aggregated time series for (a) the
request sequence in the machine-level PAI workload, and (b) an artificial
Poisson workload.

suggests that the corresponding request behaviors exhibit long-
range dependence. Additionally, the auto-correlation curves
at various aggregation levels appear to converge to a similar
function structure. In contrast, as seen in Figure 7(b), the auto-
correlation coefficients of artificial Poisson workloads at each
aggregation level are generally very small and almost equal
to zero. These observations indicate that the auto-correlation
structure of the request sequence in the machine-level PAI
workload behaves in a manner akin to the self-similar process,
distinctly different from the Poisson series.

Similarly, we examine the request sequences in PAI work-
loads at the job, task, and instance levels. Figures 6(a)-(c)
depict the auto-correlation curves at three aggregation levels,
respectively. As seen in Figures 6(a)-(c), as the lag increases
from 1 to 1000, the auto-correlation coefficients of the ag-
gregated time series for request sequences at the job, task,
and instance levels do not converge to zero either, indicating
long-range dependence. Furthermore, the trends of the auto-
correlation curves at various aggregation levels in Figure 6 also
seem to approach a similar function structure. This feature is
similar to a self-similar process.

In summary, all request sequences in the PAI workloads at
the job, task, instance, and machine levels, appear to be self-
similar. We summarize this key observation as

Finding (9): For the PAI workload at each level, the
auto-correlation curves of the request se-
quence at different aggregation levels ap-
pear to converge to a similar function struc-
ture.

Implications: Request activities in the PAI workload
at each level exhibit characteristics of
a self-similar process. Incorporating the
knowledge of self-similarity into work-
load modeling can better forecast resource
requirements for ML tasks.

D. Estimating the Hurst Parameter

In the open interval (0.5, 1), the greater the Hurst parameter,
the higher the degree of self-similarity. In this study, for
the request sequences in the PAI workloads at the levels of

job, task, instance, and machine, we employ two well-known
analytical tools – the variance-time plot [12] and R/S analysis
(also called Pox plot) [36] – to estimate the Hurst parameters,
as shown in Figure 8. Both the variance-time plots and the
Pox plots are widely used to estimate the Hurst parameter of
data samples and provide faithful test results.

Using the variance-time plot as an example, we can cal-
culate the variance of the corresponding m-order aggregated
process X(m) for a given set of sample trace data X using
Equation (7). By taking the logarithm of both sides of Equation
(7), we get:

log10(V ar(X(m))) = log10(α
2)− λlog10(m), (8)

where the constant log10(α
2) is independent of m. If

log10(V ar(X(m))) is considered as a function of log10(m),
we draw the curve of log10(V ar(X(m))) versus log10(m), and
obtain a series of scattered points which can usually fit a linear
regression straight line with a slope of −λ = 2(H − 1). Then
we can calculate the Hurst parameter H .

Figure 8(a) illustrates the variance-time plots for request
activities in the PAI workloads at the levels of job, task, in-
stance, and machine. Figure 8(a) where log10(V ar(X(m))) is
abbreviated as log10(variances), yields a line of slope −λ =
2(H − 1) by depicting the scatter plots of log10(variances)
versus log10(m). The corresponding Hurst parameter is es-
timated to be 0.636, 0.629, 0.548, and 0.563, respectively.
Furthermore, the Pox plots generated from the R/S analysis
of the PAI traces are depicted in Figure 8(b). As shown in
Figure 8(b), through a least squares linear fitting, the Hurst
parameter is estimated to be 0.529, 0.558, 0.567, and 0.504,
respectively.

According to the above observations, for requests in the PAI
workloads at the levels of job, task, instance, and machine,
the Hurst parameter estimates are all greater than 0.5, which
further proves the existence of self-similarity quantitatively.
We summarize this key observation as

Finding (10): For the PAI workloads at various levels,
all Hurst parameter estimates are greater
than 0.5.

Implications: These Hurst parameter estimates for PAI
quantitatively confirm the existence of
self-similarity. This makes it possible to
take into account and apply self-similarity
as evaluating and optimizing the perfor-
mance of Alibaba’s MLaaS platform.

V. PAI WORKLOAD SYNTHESIS

Generally, in the research community, synthetic request
workloads can be applied to actual systems to simulate request
sequences and evaluate system performance. By performing
burstiness diagnosis, correlation study, Gaussianity test, and
self-similarity analysis for the PAI workloads at the job, task,
instance, and machine levels, we have obtained the following
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Fig. 8. Estimating Hurst parameters for request activities in the PAI workloads at the job, task, instance, and machine levels using (a) variance-time plots,
and (b) Pox plots, respectively.

observations: (1) All the request arrival processes in the four-
level PAI workloads are significantly bursty. (2) Traditional
methods may be inadequate to accurately describe the PAI
workloads in which request arrivals show a certain degree
of correlation. (3) Self-similarity seems to exist in the PAI
workloads at various levels. (4) Request activities in the PAI
workload at each level appear to be non-Gaussian.

Inspired by these findings, this section proposes a workload
model to faithfully synthesize request series in the self-similar
PAI workloads at the aforementioned four levels.

A. Workload Modeling

To faithfully synthesize request sequences in PAI, the gen-
erator not only needs to efficiently describe self-similarity, but
also accurately capture the bursts and heavy-tailed properties
under non-Gaussian conditions. Since the alpha-stable process
perfectly matches the generator’s requirements, we extend the
alpha-stable model proposed in the referenced literature [8] by
redefining model parameters to generate request sequences at
the job, task, instance, and machine levels, respectively.

A random variable X that follows an alpha-stable distribu-
tion is denoted by X ∼ Sα

σ,β,µ [8]. For PAI, we can formalize
the alpha-stable workload model as:

REQUEST (i) = v ·Nα,β,H(i) + δ (9)

where REQUEST (i) denotes the number of requests in the
ith unit time; α is the degree of heavy tail (0 < α ≤ 2); β
denotes the skewness parameter (−1 ≤ β ≤ 1); viariables σ
(> 0) and µ (∈ R) measure the scale and location parameters,
respectively.

The distribution morphology and tail behavior in synthetic
workloads are driven by parameters α and β. As α approaches
2, the distribution gradually converges to a Gaussian form with
thinner tails. This underestimates the probability of extreme
events, resulting in reduced accuracy in reproducing spike
states (such as request bursts) within synthetic workloads.
When α decreases (e.g., α < 1.5), the tails thicken signifi-
cantly. This enables more accurate simulation of heavy-tailed
characteristics, thereby enhancing fidelity in peak generation.
Meanwhile, parameter β modulates the asymmetry of the
distribution. When β approaches 1, the distribution becomes
right-skewed, amplifying the weight of the right tail – a
configuration particularly useful for synthesizing positively
shifted workloads (e.g., sudden surges in service requests).
When β approaches -1, the distribution exhibits left-skewed
characteristics, accentuating the left tail weight to simulate
anomalies with low values in workload. The deviation of β
distorts the temporal distribution of event occurrence probabil-
ities, reducing temporal alignment accuracy between synthetic
sequences and actual workloads.

In addition, variable v is referred to as the mean number
of requests per unit time in a request series, H denotes the
degree of self-similarity, δ measures the standard deviation of
the number of requests per unit time relative to the mean,
and detailed description of Nα,β,H(i) can be found in the
literature [8]. All the above parameters can be measured and
obtained by the maximum likelihood estimation from real PAI
trace datasets at the job, task, instance, and machine levels,
respectively. More specifically, for a sample series X = {xi}
of the PAI trace at each level, we simplify the alpha-stable
parameters to be represented by a vector θ = (α, β, σ, µ), with
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Fig. 9. Comparison of CDFs between synthetic sequence and real one for the PAI workloads at the job, task, instance and machine levels, respectively.

the corresponding density denoted as f(xi|θ). The parameter
space is Θ = (0, 2] × [−1, 1] × (0,∞) × (−∞,+∞). The
log-likelihood function for X can be expressed as L(Θ) =∑n

i=1 log(f(xi|θ)). Then, using the pre-computed spline ap-
proximation method [37], the maximum likelihood estimation
of stable parameters is computed, and the stability is verified.
Table III summarizes the estimated results for each parameter.

TABLE III
ESTIMATES OF THE PARAMETER OF ALPHA-STABLE MODEL BASED ON

MAXIMUM-LIKELIHOOD ESTIMATE.

Trace Alpha-stable parameter
v δlevel α β σ µ

Job 1.17084 1.00000 0.24957 –0.36245 1.01 2.73
Task 0.99094 1.00000 0.18884 –0.35424 1.16 2.91

Instance 0.60134 0.64731 0.23627 0.89549 3.63 14.6
Machine 0.61770 1.00000 0.03200 –0.28233 2.12 47.1

Each row of Table III includes the trace level, the estimates
of v, δ, and four alpha-stable parameters. As shown in Table
III, the estimates of the parameter α are all less than 2,
indicating that the request behaviors in the PAI workloads at
the job, task, instance, and machine levels are not Gaussian.
This observation aligns completely with the test results in
Section III-B, effectively verifying the accuracy of the test
results in Section III-B.

Additionally, for the aforementioned four alpha-stable pa-
rameters, i.e., α, β, σ and µ, the sensitivity levels are high,
medium, medium, and low, respectively. Among them, param-
eter α has a significant impact on the model’s robustness –
when the value of α approaches 1, the model exhibits higher
tolerance to noise and outliers.

B. Trimmed Mean of Errors

For the PAI workloads, based on the parameters estimated
in Table III, we employ the alpha-stable workload model to
synthesize request sequences at the job, task, instance, and
machine levels, respectively. To evaluate the error between the
synthetic request sequence and the actual one, we leverage the
trimmed mean of errors [8].

The trimmed mean is the arithmetic average calculated after
truncating a smaller proportion of data at both ends of a
sample. It is more robust to outliers than the usual sample
mean, such as the arithmetic average. The smaller the trimmed

mean of the errors, the higher the matching degree between
the synthetic sequence and the real one.

Given the existence of self-similarity in PAI, we also
employ two typical self-similar workload models – fractional
Brownian motion (FBM) [38] and fractional auto-regressive
integrated moving average (FARIMA) [39] – to synthesize
the request sequences at the job, task, instance, and machine
levels. Furthermore, we use FBM and FARIMA to com-
pare the fit of alpha-stable request sequences. The FARIMA
model is capable of describing both long-range and short-
range dependencies, while the FBM model is suitable for
characterizing self-similarity under Gaussian conditions. A
detailed comparison of the advantages and disadvantages of
the proposed model versus representative self-similar models,
including FBM and FARIMA, is summarized in Table IV.

Table V summarizes the trimmed mean of errors for the
three workload models, namely, FBM, FARIMA, and our
proposed model. According to Table V, for the PAI workloads
at the job, task, instance, and machine levels, the trimmed
means of errors between the actual request sequences and the
corresponding alpha-stable request sequences are minimal.

Moreover, our alpha-stable request sequences improve the
matching degrees of FBM by 99%. In Table V, our scheme
also shows improvements in the matching degree of FARIMA
by varying degrees. However, the matching degrees of our
scheme (i.e., 0.84, 0.88, 1.28, and 0.78) are very close to those
of FARIMA (i.e., 1.28, 1.34, 1.39, and 1.26), respectively. This
indicates that our proposed approach is at least one of the best
scenarios.

C. An Empirical Study

For the four levels of PAI workloads – namely, job, task,
instance, and machine – to intuitively compare the matching
degree of the various synthetic request sequences with the
actual ones, we depict the cumulative distribution functions
(CDFs) of both the actual and the synthetic sequences in
Figure 9.

In Figure 9, the horizontal axis denotes the log scale of
the number of requests per unit time, while the vertical axis
represents the proportion of the corresponding values in the
whole request sequence. Each coordinate (x, y) indicates that
the proportion of logarithms less than or equal to x in the
corresponding time series is y.
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TABLE IV
COMPARISON OF ADVANTAGES AND DISADVANTAGES BETWEEN THE PROPOSED MODEL AND THE REPRESENTATIVE SELF-SIMILAR MODELS, INCLUDING

FBM AND FARIMA.

Model Advantage Disadvantage Applicable scenario
FBM Simple parameters make the model tractable, and it

can describe self-similarity under Gaussian condi-
tions.

Cannot simultaneously describe both
long-range and short-range dependence.

Suitable for real-time system modeling,
simulation, and performance analysis.

FARIMA Highly flexible, capable of characterizing both long-
range and short-range dependence simultaneously.

Overly complex, computationally inten-
sive, and does not account for tail char-
acteristics in workload.

Applicable to complex system modeling
and non-real-time performance analysis.

Proposed Parsimonious and capable of characterizing burstiness
and tail characteristics in workloads under both Gaus-
sian and non-Gaussian conditions, capturing both
long-range and short-range dependence simultane-
ously.

Lacks a closed-form expression for the
probability density function, hindering
further performance analysis.

Investigating self-similarity, burstiness,
and variations of tail characteristics in
workloads under Gaussian and non-
Gaussian conditions.

TABLE V
THE TRIMMED MEANS OF ERRORS FOR SYNTHESIZING REQUEST

SEQUENCES IN THE PAI WORKLOADS AT THE JOB, TASK, INSTANCE AND
MACHINE LEVELS.

Trace FBM ① FARIMA ② Proposed Improvement
level vs ① vs ②

Job 166.72 1.28 0.84 99.5% 34.4%
Task 293.79 1.34 0.88 99.7% 34.3%

Instance 156.13 1.39 1.28 99.2% 7.9%
Machine 109.46 1.26 0.78 99.3% 38.1%

As shown in Figure 9, for each level of PAI workload,
the alpha-stable synthetic sequence matches well with the
actual sequence, particularly at the instance level, echoing the
corresponding trimmed mean of errors, 0.84, 0.88, 1.28 and
0.78, as shown in Table V.

Furthermore, Figure 9 demonstrates that the FARIMA syn-
thetic sequences also seem to match well with the actual se-
quences, even being non-inferior to the alpha-stable synthetic
sequences at the job, task, and machine levels. This observa-
tion is consistent with the findings presented in Table V.

However, the alpha-stable synthetic sequences have one
advantage over the FARIMA synthetic ones, as shown in
Figures 9(a)-(d), the alpha-stable synthetic sequences bet-
ter characterize the heavy-tailed features of the actual se-
quences, especially for the instance-level request series. This
phenomenon may be associated with the fact that, while
FARIMA is capable of describing both long-range and short-
range dependence, it struggles to accurately represent the tail
characteristics in self-similar workloads, as illustrated in Table
IV.

Furthermore, Figure 9 reveals that the matching degree of
the alpha-stable synthetic sequences is much better than that of
the FBM ones. The aforementioned observation may be caused
by the following reasons: although FBM can characterize self-
similarity under Gaussian conditions, it fails to faithfully de-
scribe self-similarity under non-Gaussian conditions, as shown
in Table IV. This suggests that the request behaviors in the PAI
workloads at the job, task, instance, and machine levels, do
not tend to be Gaussian. This observation is fully consistent
with the test results presented in Section III-B and supports
the Gaussianity test results.

To summarize, for the PAI workloads at the job, task,
instance, and machine levels, the alpha-stable synthetic se-

quences yield convincing matching degrees.

VI. DISCUSSION

To facilitate the design of next-generation hardware archi-
tectures, it is crucial to gain insights into ML application work-
loads and assess access patterns in the execution stack [40].
In this section, we discuss the significance of characterizing
ML application workloads for building an MLaaS platform.

A. Performance Evaluation

Characterizing the access patterns of ML workloads is
an effective means of evaluating the performance of ML
clusters. For example, Paul et al. [6] analyzed I/O behaviors
of ML I/O workloads based on a Darshan log of 23,000
HPC ML I/O jobs. Paul’s analysis provided insights into
potential performance optimization efforts and offered support
for assessing I/O trends across the entire HPC cluster. Li et
al. [4] studied system operations, job characteristics, and user
behaviors of contemporary GPUs in HPC systems. Li observed
that when HPC systems encounter GPU-accelerated AI and
ML workloads, a significant number of users perform low-
utilization development and idle work. Based on an operation-
level empirical analysis of various CNNs, Hafeez et al. [41]
proposed a model-driven method called Ceer to determine the
optimal GPU instance(s) for any given CNN.

Moreover, Wang et al. [42] studied DL training work-
loads from Alibaba’s AI platform and evaluated the achiev-
able performance of the workload on various potential soft-
ware/hardware mappings. They revealed that weight/gradient
communication during training accounts for almost 62% of
the total execution time.

B. Resource Management

Resource management in data centers often relies on study-
ing job features and user behaviors. Yeung et al. [43] proposed
a predictive resource manager based on the GPU utilization of
heterogeneous DL jobs inferred from the computational graph
features of DL models. Weng et al. [1] characterized a two-
month-long workload trace collected in an Alibaba production
model cluster containing more than 6,000 GPUs, revealing
challenges of heterogeneous GPU clusters, such as low GPU
utilization, long queuing delay, and load imbalance across
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heterogeneous machines. Hu et al. [2] analyzed a real job trace
from SenseTime and designed a quasi-shortest service priority
scheduling service that minimized the average job completion
time of clusters.

Additionally, Jeon et al. [7] analyzed the workload char-
acteristics of a two-month-long trace from Microsoft’s multi-
tenant GPU clusters to study the factors influencing cluster
utilization of DNN-trained workload on multi-tenant clusters
and provided a design guide for next-generation cluster sched-
uler. Jiang et al. [5] investigated a cluster-trace-v2018 trace of
an Alibaba production cluster. Jiang’s study observed daily
periodic fluctuations of workload characteristics in the pro-
duction clusters and suggested that performance bottlenecks in
collocated clusters are caused by the memory system, which
data centers can use to establish efficient scheduling strategies.

C. Self-similarity

The utilization of self-similarity in request behavior can
significantly enhance system optimization across multiple di-
mensions [22]. For machine learning cloud platforms, this
manifests in the following specific aspects:

First, accelerated model training. Understanding and model-
ing the self-similar characteristics in training tasks enables the
implementation of dynamic caching strategies. For example,
prioritizing the caching of frequently accessed training dataset
segments can improve iteration speeds for typical tasks.

Second, elastic resource scheduling. Constructed predic-
tion models based on the self-similarity of workload, help
cloud platforms anticipate computational resource demands
in advance, automatically pre-warm GPU instances, and pre-
allocate storage bandwidth.

Finally, enhanced simulation testing. A virtual workload
generator designed with self-similar properties can simulate
real-world stress scenarios, ranging from small-scale image
classification tasks to training trillion-parameter large-scale
models.

D. Synthetic Model

Trace-driven simulators, often used to evaluate the GPU
cluster performance in deep learning systems [43], benefit
from synthetic models in several ways. Synthetic models
offer three main advantages over trace-driven simulators. First,
synthetic models provide a deeper understanding of offline
workloads, such as bursty activities and heavy-tailed proper-
ties. Second, they contribute to evaluating specific subsystems
rather than the entire system by providing workloads for
various isolated subsystems. Third, synthetic models enable
hypothetical performance analysis by modifying input param-
eters, helping to identify key factors influencing outcomes.

The modeling method directly affects performance evalua-
tion and system design verification. In this study, the proposed
synthetic models, based on inputs measured from the PAI
traces, can faithfully capture the characteristics of the PAI
workloads at the job, task, instance, and machine levels. This
is vital for system design and performance optimization in
MLaaS.

Due to the fact that PAI, a typical cloud-based ML plat-
form for Artificial Intelligence, adheres to generic cloud
construction principles similar to other ML platforms such
as Amazon SageMaker, Google Vertex AI, and Microsoft
Azure Machine Learning, these cloud ML platforms share
identical characteristics. For instance, they all provide hybrid
CPU/GPU computing resources, support on-demand auto-
scaling, and integrate batch processing with real-time inference
capabilities. Consequently, our proposed method is applicable
for studying the burstiness of request activities in other MLaaS
platforms.

VII. CONCLUSION

With the continued advances and widespread use of machine
learning technologies, major tech companies are deploying
MLaaS clouds equipped with GPU clusters to run various
types of ML application workloads. To effectively schedule
and manage GPU clusters, it is imperative to deeply under-
stand request behaviors in MLaaS workloads.

For requests in the PAI workloads – a representative and
real-word MLaaS workload – at the job, task, instance, and
machine levels, we gauged the burstiness and unveiled that the
request arrival process is highly bursty. We then performed the
Gaussianity tests and observed that bursty request activities in
the PAI workload at each level appear to be non-Gaussian.

We also investigated the correlation of request arrivals
and discovered that correlations exist among the requests in
the PAI workloads at various levels. This finding led us to
reveal the self-similar nature of the PAI workloads through
visual evidence, the auto-correlation structure of an aggregated
process of request sequences, and Hurst parameter estimates.

Furthermore, based on the inputs measured from the PAI
traces, we have implemented an alpha-stable workload model
to generate synthetic request sequences for the PAI workloads
at all levels. Experimental results demonstrate that our model
outperforms typical self-similar workload models in faithfully
simulating burstiness and heavy-tailed characteristics. More-
over, we are designing a burst-aware scheduler embedded
with this proposed model, which enables predicting when
bursts are likely to occur in advance. This allows finding an
appropriate time to proactively activate backup servers and
smoothly handle burst requests. This approach both reduces
system latency and saves energy consumption.

When the research community studies the characteristics
of computer system workloads, the specific application sce-
narios may lead to diverse timeframes for datasets, including
months [22], days [27], hours or even minutes [44]. We utilize
the PAI trace data primarily for the following reasons: (1)
The trace data we use was collected by Wengâs group [1],
with a maximum length of two months, and this two-month
timeframe has already captured sufficient characteristics. (2)
The job types in the PAI workloads are representative and
have been recognized by the community [1]. Furthermore,
should longer traces of machine learning cloud platform
covering more job types become available in the future, we are
willing to conduct further analysis over longer time periods
to investigate whether any previously unseen characteristics
emerge.
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In the MLaaS architecture, the burst buffer mechanism, a
core component for handling high-concurrency I/O requests,
has made intelligent optimization of resource allocation essen-
tial for building high-performance distributed training systems.
Therefore, we plan to dynamically adjust read/write cache
allocation in the burst buffer based on quantitative analysis of
ML I/O burst intensity in the near future. This approach aims
to enhance the storage subsystemâs throughput efficiency for
intermittent data surges through elastic resource scheduling.
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