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Abstract. We study a classical opportunistic wireless link scheduling
problem in cognitive radio networks with Signal to Interference plus
Noise Ratio (SINR) constraints. Consider a collection of communica-
tion links, assume that each link has a channel state. The state transi-
tions follow a transition rule. The exact state information of each link
is not available due to the uncertainty of primary users’ activities. The
expected channel state is predicted probabilistically by investigating its
history and feedbacks when the channels are used. The objective is to
pick communication links sequentially over a long time horizon to maxi-
mize the average reward. To the best of our knowledge, no prior work can
satisfyingly provide solutions for the opportunistic wireless link schedul-
ing problem when considering SINR constraints. In this work, we adopt
the robust paradigm of restless multi-armed bandit for the problem and
design an efficient algorithm. We analyze the performance via Lyapunov
potential function and demonstrate that the proposed algorithm can
achieve an approximation bound.
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1 Introduction

The pressing issues such as spectrum scarcity and low spectrum utilization have
motivated the study on Cognitive radio networks (CRNs) [17]. In CRNs, a cog-
nitive radio can be programmed and configured sophisticatedly to explore the
available spectrum opportunities. A CRN consists of two types of users, i.e.,
primary users and secondary users. Primary users such as big corporations have
guaranteed quality of service while secondary users must accept interference from
primary users. Secondary users can detect available channels to allow more trans-
missions. A secondary user can transmit successfully only when its transmission
does not conflict with any active primary user and other active secondary users.
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In cognitive radio networks, Opportunistic Wireless Link Scheduling problem
(noted as OWLS) is a well-formulated problem in the literature [14]. In the
problem OWLS, we assume there is a collection of communication links, each
of them has a demand to transmit. For simplicity, we assume all nodes lie in a
two-dimensional plane. Every communication link has a channel state to indicate
whether the link is occupied by a primary user or not. In a discrete version, the
channel state can be either occupied (busy) or idle (free). The channel state
of a link will change according to some rules. The evolving process belongs to
a Markov chain. Each link’s channel state evolves independently. The problem
OWLS aim to pick communication links sequentially over a long time horizon
to achieve a maximum expected reward.

In a CRN, for each link, the true channel state is unknown unless we schedule
it to transmit. This is due to unpredictable primary user activities. Thus, we have
to predict the channel states by investigating their history and feedbacks when
the channels are actually used. Let us use the channel state of a communication
link to indicate the probability that the channel is free for that link. Thus, the
channel state of a link directly reflects the throughput along the link or the
link quality. We use a reward proportional to a link’s channel state to denote
the expected reward when the link is selected to transmit. In this work, we
assume multiple communication links may transmit simultaneously subject to
wireless constraints. Along with channel state predictions, we need to optimize
the scheduling decision policy for the problem OWLS.

The problem OWLS has been studied extensively. However, most of the
existing work simply assumes the protocol interference model [10] or an even
simpler model. The protocol interference model can only capture the binary
interference. In other words, if one communication link is transmitting, does
another link conflict with this link? Generally, we can use a binary conflict
graph to model the protocol interference model. However, the physical inter-
ference model [28,29] is well-accepted as it captures wireless interference more
accurately. Under this model, the interference cause a cumulative effect on data
transmissions. Thus, we have to take care of multiple signal to interference and
noise ratio (SINR) constraints.

In this work, we consider the problem OWLS with SINR constraints. As
observed in [7] and subsequent works, there is a gap between these two inter-
ference models. Generally, an algorithm under the protocol interference model
does not imply any similar solution for another model. Even worse, the dif-
ficulty of scheduling problems may suddenly increase when considering SINR
constraints. For example, maximum weighted independent set (MWIS) [19] is
well-known and fundamental wireless scheduling problem. Such a problem under
the protocol interference model was addressed extensively, and now one focus
has been designing simple and fast algorithms [19] instead of deriving improving
the approximation bounds. However, whether the counterpart under the physi-
cal interference model admits a constant approximation is still open. The only
positive results under the physical interference model exist in some restricted
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settings of the MWIS problem such as monotone power control or linear power
control settings.

We address the problem OWLS subject the SINR constraints. We con-
sider the problem OWLS with the paradigm of Restless Multi-Armed Bandit
(abbreviated to Restless MAB, Restless Bandit, or RMAB in the literature) [6].
The Restless MAB paradigm models sequential constrained resource allocations
among several competing arms. The traditional MAB [6] focuses on the conflict
of allocating constrained resources between arms that yield high current rewards
and ones with better future rewards. However, we consider restless MAB which
means that the state evolution of unprocessed arms. In other words, the arms
selected are allowed to changes its state, at the same time, the rest of the arms
are also allowed to change states instead of remaining frozen. Corresponding to
the problem OWLS setting, this means that passive links (links that did not
transmit last time) are also allowed to change channel states. Restless MAB
theory has been applied to the problem OWLS in single-hop cognitive radio
networks [14]. However, the existing work in the literature on Restless MAB
does not consider the SINR constraints.

In this work, we design an efficient scheduling algorithm with an approxima-
tion guarantee for the opportunistic wireless link scheduling problem with SINR
constraints. The proposed algorithm is low-complexity by using the divide and
conquer paradigm. This paradigm only applies to the condition that the length
of each link is at most (1 − ε) fraction of the maximum link length where ε is a
arbitrarily small constant. We first divide the whole plane into small cells and use
a double partition and coloring scheme to ensure the links scheduled each time
are well seperated. We then solve the problem OWLS in each cell and combine
the individual solutions to obtain a feasible transmission schedule for the whole
plane. The approximation ratio of this algorithm is bounded under an arbitrary
setting. Under the length-monotone power control setting, the approximation
bound is a constant. For each small cell, based on a semi-infinite programming
and Lyapunov analysis which are challenging for the opportunistic wireless link
scheduling problem even without interference constraint. we show the algorithm
can achieve a solution with low time complexity.

The remaining of the paper is organized as follows. Section 2 formulates the
problem OWLS under the physical interference model. Section 3 presents an
approximation algorithm under the physical interference model. Section 4 details
the performance analysis. Section 5 presents the related work on Restless MAB
and cognitive radio scheduling. Section 6 outlines the conclusion and the future
work.

2 Network Model

Given a collection L = {�1, �2, · · · , �N} of communication links. Each communi-
cation link consists of a sender node and a receiver node. The Euclidean distance
between two nodes u and v is denoted by ‖−→uv‖. Assume all nodes lie in a two-
dimensional Euclidean plane.
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Table 1. Notations

−→uv A link from node u to node v

‖−→uv‖ Link length, Euclidean distance, of link −→uv

L Set of all links

P Maximum power for a node

η Reference path loss factor

κ Path loss exponent

ξ Noise power

σ SINR threshold for successful reception

Under the physical interference model [28,29], each node u has a transmis-
sion power Pu upper-bounded by P . When a signal is sent from u to v over a
Euclidean distance �, there is a path loss of ηl−κ. Here η is called the reference
loss factor and κ is called the path loss exponent. Let ξ be the background noise
power. Let σ be the SINR threshold for successful reception. Let Su be the set
of other simultaneous senders with sender u. A transmission −→uv is able to occur
successfully if and only if the following constraint (i.e., Eq. (1)) is satisfied.

Pu · η�−κ

ξ +
∑

w∈Su
Pw · ‖−→wv‖−κ ≥ σ. (1)

Table 1 lists major notations of the physical interference model.
Given a collection of links L, a subset I of links in L is said to be interference

free if and only if all links in I transmit without interference under the physical
interference model.

Suppose each communication link has a channel state for transmitting along
that channel. The channel state space for all links is {idle or good, busy or bad}.
The channel state of each link will evolve independently across time. The states
are evolving according to the probability transition matrix in Table 2.

In Table 2, αi and βi are defined in the Gilbert-Elliot channel model [5].
Specifically, αi and βi are associated with link i. αi denotes the probability
for link i to transit from busy state to idle state. βi denotes the probability to
transit from idle state to busy state. For simplicity, we only consider that for each
link, the probability that each channel state remains the same is greater than
the probability that the channel state jump to the other one. In this scenario,
the state evolution is called positive correlated [14]. The scenario of a positive
auto-correlation occurs when αi + βi < 1 for each i.

Table 2. The state transition of link i is shown by a 2×2 probability transition matrix.

Begin End

Idle Busy

Idle 1 − βi βi

Busy αi 1 − αi
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Let ri be the expected reward of the channel for a link i. We assume there is
a communication request along the link all the time. Suppose a communication
link transmits without any conflict along a channel which is in an idle state, a
reward of ri is obtained.

The complete state information of each channel is not known due to unpre-
dictable activities of primary users. To address this difficulty, we estimate the
channel state by researching the history and feedback from the activated links.
Assume time is divided equally into time-slots. The scheduler maintains a param-
eter πi[T ] for each communication link. πi[T ] means the probability that link i’s
channel state is idle at time-slot T .

At each time-slot, we select a collection of links to sense and transmit. The
accurate channel state is revealed via Acknowledgement/Negative Acknowledge-
ment (ACK/NACK) feedbacks. Here ACK/NACK messages are generated only
after the data are transmitted according to the Automatic Repeat Request (ARQ)
mechanism. The value of πi[T ] represents the expected reward collected if the
link i is scheduled in time-slot T .

For simplicity, we assume that the the time horizon starts from slot T =
0. At the time-slot 0, we assume an arbitrary initial channel state for each
communication link.

We define a scheduling algorithm as selecting a collection of links to transmit
at each time-slot. For an algorithm, let ai[T ] denote whether link i is scheduled
(ai[T ] = 1) or not (ai[T ] = 0) at time-slot T . The problem OWLS aims to design
an algorithm that maximizes the average reward over the long time horizon, i.e.,

lim
T →+∞

E
{∑T

T=0

∑N
i=0 ai[T ] · πi[T ] · ri

T
}

.

The system is subject to SINR constraints such that the selected communication
links at each time-slot do not cause any conflict.

We introduce a set of variables as defined in [9]. For any link i, let ui(t) be
the probability that the channel remains in an idle state after t time-slots; let
vi(t) be the probability that the channel moves to an idle state from a busy
state after t time-slots. Both ui(t) and vi(t) have monotone properties. In other
words, as t increases, ui(t) strictly decreases and vi(t) strictly increases.

For any algorithm, we define a performance measure {Ii(t), Oi(t)} of link
i, i = 1, 2, · · · , N as follows. Ii(t) denotes the probability that the last time of
selecting the link i is t time-slots ago, its last observed state is idle state, and link
i is selected in the current slot. Note that the three events are independent from
each other. Similar we define Oi(t) denotes the probability that the last time of
selecting the link i is t time-slots ago, its last observed state is busy state, and
link i is selected in the current slot. Here, Ii(t), Oi(t) take expected values and
can capture the time distribution of different channel states of each link when
executing an algorithm.
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3 Algorithm Design

3.1 Seperating Links via Partition and Coloring

Under the condition that each link has a length at most (1 − ε)r where ε is a
small constant, we design a fast and simple algorithm for the problem OWLS
in the following. Our main idea is inspired by the fact that if transmissions are
well-separated geographically, the interference on each link is bounded. After
observing this geometric property, we schedule communication links such that
at each time step, we use the well seperated links distributed in the plane.

From Eq. (1), if no other link is transmitting concurrently, i.e., Su is empty,
the SINR is reduced to signal to noise ratio (SNR): Pu·(η·‖uv‖−κ)

ξ ≥ σ, thus,

we have ‖uv‖ ≤ κ

√
ηPu

σξ ≤ κ

√
ηP
σξ . Let r = κ

√
ηP
σξ be the maximum transmission

radius.
The plane is partitioned into a grid, where each cell has a diagonal length of

r. Let γ = r/
√

2 denote the side length of a cell. Let Z represent the integer set.
We use the vertical line segments {x = i ·γ : i ∈ Z} and horizontal line segments
{y = j · γ : j ∈ Z} to partition the plane. After the partition, the plane consists
of half-open, half-closed grids of side length γ: [iγ, (i + 1) γ) × [jγ, (j + 1) γ) :
i, j ∈ Z. We call the plane area [iγ, (i + 1) γ)× [jγ, (j + 1) γ) as cell gi,j . In other
words, the plane is partitioned into square cells gi,j for i, j ∈ Z, with side length
γ. After this partition of the plane, we define a large-block as a square which
consists of

(
K + 1

)
×

(
K + 1

)
cells. The value of K is set as follows to based on

the parameters of the physical interference model.

K =
⌈√

2
(
(4τ)−1(σ−1 − ξ(η)−1

Rκ−β)
)−1/κ

+
√

2
⌉

(2)

For each cell, we first derive an upper bound on the number of links that
transmit concurrently without interference. Based on the parameters of the SINR
constraints, this upper bound is ω = � 2κP

σ2ξ + 1	.

3.2 Decouple Links in a Cell via Lagrange Relaxation

We then consider the problem OWLS in a cell c. We formulate the restricted
version of the problem OWLS as a Whittle’s Linear Programming (LP) [25].
Consider one cell c, let L′ be the collections of communication links in this single
cell. We have the following LP.
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max
∑

i∈L′

∑

t≥1

riIi(t)

s.t.
∑

i∈L′

∑

t≥1

(
Ii(t) + Oi(t)

)
≤ ω (3)

∑

t≥1

t
(
Ii(t) + Oi(t)

)
≤ 1,∀i

∑

t≥1

Oi(t)vi(t) =
∑

t≥1

Ii(t)(1 − ui(t)),∀i

Ii(t), Oi(t) ≥ 0,∀i, t ≥ 1

The maximum value of the above LP, OPT, is greater than or equal to the
maximum value for the problem OWLS in the cell c under the physical inter-
ference model.

For any λc ≥ 0, the Lagrange relaxation of the LP in Eq. (3) is as follows.

max
∑

i∈L′

∑

t≥1

riIi(t)

+ λc

(

ω −
∑

i∈L′

∑

t≥1

(
Ii(t) + Oi(t)

)
)

= max ωλc +
∑

i∈L′

∑

t≥1

(
riIi(t) − λc(Ii(t) + Oi(t))

)
(4)

In the Lagrange relaxation, the links are decoupled. Thus, we decouple an
|L′|-dimensional LP to a collection of one-dimensional LPs. Moreover, these one-
dimensional LP are not interleaved and can be solved independently.

3.3 Semi-infinite Programming of Each Link Independently

For each link in the cell c, we identify the Semi-Infinite Program (SIP) as follows.

SIPλc
i : max

∑

t≥1

(
riIi(t) − λc(Ii(t) + Oi(t))

)
(5)

s.t.
∑

t≥1

t
(
Ii(t) + Oi(t)

)
≤ 1

∑

t≥1

Oi(t)vi(t) =
∑

t≥1

Ii(t)(1 − ui(t))

Ii(t), Oi(t) ≥ 0, t ≥ 1.

For SIPλc
i with a Lagrange multiplier λc, the maximum value of SIPλc

i is

Hλc
i =

(ri − λc)vi(ti) − λcβi

vi(ti) + tiβi
, ti = arg max

t

(ri − λc)vi(t) − λcβi

vi(t) + tβi
.

Since we have ∀λc ≥ 0 ωλc +
∑

i Hλc
i ≥ OPT , and Hλc

i decreases with λc,
there is a λc such that λc =

∑
i Hλc

i ≥ OPT
ω+1 .
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Algorithm 1. Divide and Conquer Algorithm for the problem OWLS with
SINR Constraints
Input : Set of links L.
Compute the value of K under the physical interference model;
Implement the cell partition and coloring scheme;

for each cell do
Find the links restricted to the cell and formulate the problem as Whittle’s
LP;
Calculate the Lagrange relaxation of Whittle’s LP;
Solve the decoupled SIP for each link in the cell;

Let Hλc
i ≤ 0 be the maximum value for link i and let ti be the corresponding

t such that Hλc
i is achieved;

Remove any link i with Hλc
i ≤ 0;

For each color k, let Rk denote the summation of rewards of all cells with color
index k;
We return the largest reward Rk′ with a color k′;
t ← 0;
while TRUE do

t −→ t + 1;
for i, j ∈ Z and the cell gi,j contains links from L ; do

if the cell gi,j has a color k′ then
Find the links whose sender lies within gi,j , assume they form Li,j ;
We select a link from Li,j based on the following priority: if there is a
link last observed in idle state, then we select it for this time-slot;
Else, we select a link last observed in busy state t ≥ ti time-slots ago;
If we cannot find any link, we skip the selection for this cell.

All the selected links among all cells form a set St;

if St �= ∅ then
Transmit all links in St at time-slot t;

return S1, S2, · · · , St : t → ∞.

3.4 Overall Algorithm

The proposed algorithm is described in Algorithm 1. At each time, a link with
(g, t) is called idle ready. A link with (b, t), t ≥ ti is called busy ready. Here,
Rk is the summation of rewards of all cells with color index k. At the initial
time-slot, we simply assume that the initial states are all busy for all links. This
assumption will not modify the long term’s average reward.

4 Performance Analysis

We first prove the correctness of Algorithm 1. Then, we compute its approxi-
mation ratio. The analysis is based on a carefully defined Lyapunov potential
function.
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Theorem 1. Algorithm1 outputs an independent set of links at each time-slot.

Proof. For all i, j ∈ Z, let Lij be the set of links in L whose senders lie in cell gi,j .
For each large block, I contains up to one link from the cell of the same color.
As each link set ST contains well-separated links, the link set is an independent
set according to the selection of K. This proof is similar to Theorem 1 of [26].

Next, we derive the approximation bound of Algorithm 1. The main idea
of the proof is that at each time-slot, the scenario of collecting rewards may be
different. We employ a potential function to derive the total reward. The average
reward is derived by dividing the total reward by the total time used.

Theorem 2. Algorithm1 achieves a (K +1)2 · (ω +1) approximation bound for
the problem OWLS subject to SINR constraints.

Proof. For a cell of the color k′, assume L′ consists of links in the cell. We first
define a potential function for each link i ∈ L′. At time-slot T , if link i moved
to busy channel state y time-slots ago, the potential φT

i = Hλc
i

(
min(y, ti) − 1

)
.

If link i was last observed at idle channel state, the potential φT
i = λc+tiH

λc
i

vi(t)
.

When a link is observed in a busy state, after that, the link will become blocked
if the link has not been selected to transmit for more than ti time-slots.

Let rT
i denote the expected reward (throughput) accrued from link i until

time T .

ΔφT
i = φT+1

i − φT
i , ΔrT

i = rT+1
i − rT

i .

Next, we consider a link i at any time-slot T + 1. Based on whether the link
is blocked or not, we have the following cases:

If the link i has been observed in a busy channel state for consecutive t < ti
time-slots, the potential function is increased by Hλc

i at this time-slot, the reward
obtained by this link is zero, and we have

E[ΔrT
i + ΔφT

i ] = Hλc
i

If the link i is selected and the link is last observed in busy channel state,
assume the link is last observed y time-slots ago, then y ≥ ti. Since vi(t) is
monotonically increasing with t, with probability q ≥ vi(ti), the observed channel

state is idle and the reward ΔrT
i = ri and the change of potential is λc+tiH

λc
i

vi(t)
−

Hλc
i (ti − 1). With probability 1 − q the observed channel state is busy and the

change of potential is Hλc
i (ti − 1) and the reward remains the same. Since we

have q ≥ vi(ti) and λc+tiH
λc
i

vi(t)
≥ 0, we have

E[ΔrT
i + ΔφT

i ] = q

(

ri +
λc + tiH

λc
i

vi(t)

)

− Hλc
i (ti − 1) ≥ λc + Hλc

i

If the link i’s last observed state is idle, then the link is selected at last time-
slot. There are two cases. The first case is that the reward is increased by ri
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and the potential remains the same. The probability of the first case is 1 − βi.
The second case is that the potential function is decreased by λc+tiH

λc
i

vi(t)
. The

probability of the second case is βi. We have

E[ΔrT
i + ΔφT

i ] = (1 − βi)ri − βi
λc + tiH

λc
i

vi(t)
≥ λc + Hλc

i

If link i is blocked, then the reward from this link is zero, and the potential
function of the link is not changed, i.e., φT

i = φT+1
i = Hλc

i (ti −1). Then we have
E[ΔrT

i + ΔφT
i ] = 0.

For all of the four cases, we have obtained the expected reward of a link.
Next we consider the links in the cell together at time T . Let ΦT =

∑
i∈L′ φT

i .
We use RT =

∑
i∈L′ rT

i to denote the total reward collected from the begining
to the time-slot T .

ΔΦT = ΦT+1 − ΦT =
∑

i∈L′
ΔφT

i , ΔRT = RT − RT−1 =
∑

i∈L′
ΔφT

i .

The following equality holds no matter whether blocked links exist or not.
E[ΔRT + ΔΦT |ΦT ] ≥ OPT

ω+1
In the first scenario, there exists blocked link(s). A link is blocked because of

some other link in the same cell. The total reward of the selected links at this
time-slot is λc. Note that the values of ΔrT

i + ΔφT
i of other selected links are

non-negative.

E[ΔrT
i + ΔφT

i ] ≥ OPT

ω + 1
If no link is blocked, then each link is either last observed t < ti time-slots

ago or selected. In either case, we have

E[ΔrT
i + ΔφT

i ] ≥ Hi
λc

.

To sum up, for all N links, we have

E[ΔRT + ΔΦT |ΦT ] ≥
∑

i∈L′
Hi

λc
≥ OPT

ω + 1
.

Thus, no matter whether there is a link blocked or not, at each time-slot we
have

E[ΔRT + ΔΦT |ΦT ] ≥ OPT

ω + 1

Since we have ΦT =
∑

i∈L′ Hλc
i (min(y, ti)−1 ≤

∑
i∈L′ Hλc

i (ti − 1), the value
of ΦT is bounded. We have

lim
t→∞

RT

T
≥ OPT

ω + 1

Note that there is one cell with color k′ among every (K +1)2 cells. Based on
the definition of Rk and the fact that k′ corresponds to the largest reward Rk′

among all (K+1)2 colors, Algorithm 1 outputs a (K+1)2 ·(ω+1) approximation
solution.
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5 Related Work

MAB can be classified into three categories, i.e., stochastic bandits, adversarial
bandits, and restless MAB. Here we only conduct the literature review for the
third class i.e., restless MAB, which is the focus of this paper. Index Structure:
In [25], the pioneer work of Whittle suggested extending the multi-armed bandit
[6,12] to a restless version, where an arm not selected to be active can also
change its state. The investigation on Restless MAB has led to “Whittle’s index”
policies or algorithms. In such policies, an index called Whittle’s index which
is a mapping from a channel state to a real value is computed, each time we
simply select the channels whose indices are above some threshold. In [14], Liu
and Zhao studied the optimality of Whittle’s index policy for multiple channels
scheduling and computed a closed form of Whittle’s index.

Myopic Algorithms: Ahmad et al. [2] proposed a myopic algorithm for
stochastically identical and independent channels. They assume that one arm is
activated. In [1], the myopic algorithm was extended to select multiple channels
each time. Wang et al. [21–24] addressed the Restless MAB from the perspec-
tive of myopic algorithm for both two and multiple state Restless MAB. Com-
prehensive surveys on Restless MAB are available in [4,15,16]. However, their
work either cannot provide a performance guarantee for opportunistic wireless
scheduling or simply assume all links have the same transition probabilities.

Approximation Algorithm Perspective: Guha and Munagala [8,9] initiated
the study on the Restless MAB problem from an approximation algorithm per-
spective. Wan and Xu [20] designed two approximation algorithms for Restless
MAB. They considered both a weighted version and a multiple constrained ver-
sion of the problem respectively. In [27], Xu and Song focused on the protocol
interference model and proposed an interference-aware approximation algorithm
for Restless MAB. The difference between their work and this study is that they
either did not address wireless interference or use a over-simplified graph-based
interference model.

In terms of the applications, the restless MAB has been applied to oppor-
tunistic downlink fading channel scheduling [18,20], network utility maximiza-
tion [13], unmanned aerial vehicle routing [11], and energy harvesting [3].

6 Conclusion

We designed an efficient scheduling algorithm with an approximation guarantee
for opportunistic link scheduling problem with SINR constraints. Some questions
are left open in this area. The first one is to design a simple algorithm with idle
performance guarantees for the simple but common case where all links have
the same state transition matrix. The second one is to explore the connection
between the opportunistic wireless link scheduling problem and the well studied
maximum weighted independent set problem. The third one is that the state
transition dynamics may be unknown. Under such a setting, it is critical to



430 X. Xu et al.

take a learning approach to estimate the state transition dynamics and design
a scheduling policy. Thus, how to optimize the performance through learning is
the key.
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