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Mapping Large-Scale Spiking Neural Network on
Arbitrary Meshed Neuromorphic Hardware
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Abstract—Neuromorphic hardware systems—designed as 2D-
mesh structures with parallel neurosynaptic cores—have proven
highly efficient at executing large-scale spiking neural networks
(SNNs). A critical challenge, however, lies in mapping neurons
efficiently to these cores. While existing approaches work well with
regular, fully functional mesh structures, they falter in real-world
scenarios where hardware has irregular shapes or non-functional
cores caused by defects or resource fragmentation. To address
these limitations, we propose a novel mapping method based on
an innovative space-filling curve: the Adaptive Locality-Preserving
(ALP) curve. Using a unique divide-and-conquer construction al-
gorithm, the ALP curve ensures adaptability to meshes of any
shape while maintaining crucial locality properties—essential for
efficient mapping. Our method demonstrates exceptional computa-
tional efficiency, making it ideal for large-scale deployments. These
distinctive characteristics enable our approach to handle complex
scenarios that challenge conventional methods. Experimental re-
sults show that our method matches state-of-the-art solutions in
regular-shape mapping while achieving significant improvements
in irregular scenarios, reducing communication overhead by up to
57.1%.

Index Terms—Neuromorphic computing, spiking neural net-
works (SNN), network on chip (NOC), mapping.

I. INTRODUCTION

EUROMORPHIC computing is an emerging research

field focused on developing artificial intelligence that
consumes less energy. Central to this field are Spiking Neural
Networks (SNNs), regarded as the next generation of neural
networks. These networks are designed to replicate the functions
of biological brains, employing neuron and synapse models for
processing information in both spatial and temporal dimensions.
A critical aspect of this research is the development of neuromor-
phic hardware specifically designed to run SNNs. This includes
various platforms like DYNAP-SE [1], TrueNorth [2], Neuro-
grid [3], SpiNNaker [4], Loihi [5], Tianji [6], and Darwin [7],
each uniquely engineered to leverage the energy-efficient qual-
ities of spike-based computing.
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A 2D-mesh structure Network-on-Chip (NOC) [8] is a widely
adopted design in many neuromorphic hardware systems. This
architecture features an array of neurosynaptic cores, such as the
crossbars in Loihi [5] and ARM cores in SpiNNaker [4], which
are dedicated to storing synaptic weights and simulating neural
activities in parallel. The 2D-mesh layout not only facilitates
easy expansion to accommodate larger networks but also proves
highly effective for the free flow of spiking messages.

The deployment of SNN applications on such hardware re-
quires careful mapping as a crucial initial step. This process
entails two main phases: first, partitioning the network’s neurons
into hardware-compatible clusters, and then strategically posi-
tioning these clusters on computing cores. By placing strongly
connected neurons on physically adjacent cores based on neural
connectivity patterns, this approach minimizes inter-core com-
munication overhead and optimizes overall system efficiency.

Researchers have developed various mapping approaches
to address these challenges, including PACMAN [9], Py-
CARL [10], SpiNeMap [11], DFSynthesizer [12], eSpine [13]
and our previous works [14], [15]. These studies have conclu-
sively shown that mapping configurations significantly influence
multiple aspects of SNN application performance, from power
consumption and processing latency to system throughput.

The development of large-scale neuromorphic hardware
brings a new challenge: mapping SNNs to meshes with irregular
shapes. This requirement emerges from two real-world sce-
narios: (i) Neuromorphic hardware systems serve as platforms
handling multiple concurrent SNN workloads. These tasks have
varying resource needs, arrival times, and durations, leading to
fragmentation over extended service periods. (ii) Large-scale
systems commonly experience defective cores.

Current mapping approaches, which typically assume ideal
and regular mesh structures, falter when faced with the reali-
ties of practical hardware. In large-scale, many-core systems,
challenges such as manufacturing flaws, operational wear, and
resource fragmentation make irregular hardware topologies an
inevitable reality. A primary source of this irregularity is the
presence of non-functional, or ’Not Available’ (N/A), cores.
These are often the macroscopic outcome of low-level physical
defects, with stuck-at faults being a prominent example—a
challenge especially acute in emerging memristive systems [16].
The inability of existing methods to adapt to these conditions
leads to suboptimal mapping solutions, causing increased com-
munication overhead, reduced system efficiency, and perfor-
mance bottlenecks. Developing a robust mapping strategy that
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Fig. 1. Mapping SNN onto neuromorphic hardware with irregular meshes.

maintains high performance across these diverse and imperfect
hardware configurations is therefore crucial, and it is precisely
the problem our work is designed to address.

Fig. 1 illustrates the fundamental challenge this paper ad-
dresses: mapping SNNs onto neuromorphic hardware with irreg-
ular mesh shapes. The figure depicts an SNN application await-
ing deployment on a neuromorphic hardware platform where
two tasks are already running, occupying multiple computing
cores. Additionally, one unoccupied core is unavailable due to a
hardware fault. In this scenario, the mapping algorithm must
strategically place neurons from the SNN onto the available
computing cores within this irregular mesh configuration to
achieve an optimal placement for deployment and execution.

To address this challenge, we propose an innovative two-
stage mapping approach that combines the Adaptive Locality-
Preserving (ALP) curve with the Force Directed (FD) algorithm.
Our method first employs the ALP curve to establish a high-
quality initial mapping, followed by the FD algorithm’s local
optimization to refine and finalize the mapping solution.

We propose the Adaptive Locality-Preserving (ALP) curve,
a novel space-filling curve designed to adapt to meshes of
any irregular shape, including those with internal gaps or non-
functional cores. Crucially, the ALP curve not only offers this
flexibility, but also retains and, in some cases, enhances the
locality-preserving properties of the Hilbert curve. The con-
struction algorithm is highly efficient, with a time complexity of
O(nlogn) for mapping n cores. This allows for mapping mil-
lions of cores in under one second, demonstrating the scalability
required for mapping very large-scale SNNs to neuromorphic
hardware.

The Force Directed (FD) algorithm [15] is an iterative op-
timization technique designed for large-scale SNN mapping
challenges. In our novel approach, we integrate the ALP curve
with the FD algorithm to complete the mapping process. The
ALP curve initially provides a high-quality mapping placement,
which is subsequently fine-tuned through the FD algorithm for
local improvements. Our experimental results indicate that this
method not only matches the performance of existing state-of-
the-art approaches but also significantly expands mapping flexi-
bility. This enhancement in adaptability holds profound practical
significance, demonstrating the potential of our approach in
diverse mapping tasks.

The main contribution of this paper are as follows:
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® We propose the Adaptive Locality-Preserving (ALP)
curve, a novel space-filling curve that uniquely adapts
to arbitrary irregular shapes while preserving locality
properties.

e We propose an SNN mapping approach that combines
the ALP curve with the Force Directed (FD) algorithm,
delivering exceptional adaptability across diverse mapping
scenarios while maintaining high efficiency for large-scale
implementations.

® We conduct thorough experiments to compare our method
with current state-of-the-art techniques. This includes a
comparison of our mapping algorithm with other leading
algorithms and a detailed evaluation of the ALP curve’s
performance against various space-filling curves. The re-
sults show that our approach matches the best existing
methods in regular mapping tasks and significantly reduces
communication overhead in irregular mapping tasks.

The remainder of this paper is organized as follows. Sec-
tion II provides the necessary background on neuromorphic
hardware and space-filling curves. Section III reviews related
works in SNN mapping and space-filling curve applications.
Section IV introduces our novel Adaptive Locality-Preserving
curve, followed by Section V which details our proposed map-
ping approach. Section VI presents comprehensive experiments
and evaluations. Section VII discusses broader applications and
implications of our work. Finally, Section VIII concludes the

paper.

II. BACKGROUND

Neuromorphic computing is receiving increasing attention for
its brain-mimicking and energy-efficiency characteristics. The
core technique of neuromorphic computing is Spiking Neural
Network (SNN) [17], which has shown great potential and pro-
vides competitive results comparing to traditional Artificial Neu-
ral Network in many machine learning tasks, including vision
classification, reinforcement learning, and robotic autonomous
control [18].

Several emerging pieces of dedicated hardware have been
designed for SNN implementation, such as TrueNorth [2], SpiN-
Naker [4], Loihi [5], Tianji [6], and Darwin [7]. These hardware
systems are typically composed of a large number of neurosy-
naptic computing cores responsible for simulating neuronal and
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synaptic dynamics in parallel. The neurosynaptic computing
cores are connected by a 2D-mesh structured Network-on-Chip
(NOC) [8] for easy scalability to achieve massively parallel
computing systems (as shown in Fig. 2).

To operationalize SNN applications on neuromorphic hard-
ware, the SNN model must be mapped onto the hardware.
Initially, the model is conceptualized as a graph: neurons are
nodes, and synapses are edges. The SNN is then partitioned
into clusters to match neurosynaptic core capabilities, forming
a Partitioned Cluster Network (PCN). In this PCN, nodes repre-
sent neuron clusters, and edges indicate data transmission links
between clusters. These clusters are then strategically placed
on the computing cores. The mapping of the PCN is critical
as it determines the pathways for spike information transfer on
the NoC, directly influencing key performance metrics such as
communication overhead, latency, and throughput.

Fig. 3 illustrates an example of mapping SNN applications
onto neuromorphic hardware. First, the SNN is partitioned into
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PCN. In our case, the core is limited to accommodate a maximum
of 3 neurons, and an SNN comprising 13 neurons xg_12 is par-
titioned into a PCN consisting of 5 clusters cy_4. Subsequently,
the nodes within the PCN are mapped onto the neurosynaptic
cores. Fig. 3 shows two potential mapping results of the PCN,
referred to as Placement 1 and Placement 2, onto a neuromorphic
hardware configuration comprising 6 cores structured as a mesh
with 2 rows and 3 columns. Placement 1 represents a superior
solution compared to placement 2, as it exhibits shorter or equal
path lengths for all connections in comparison to placement 2.

This paper addresses the problem described by the following
equation:

arg minp M(F(M,Gpen)). (1)

It seeks a mapping method F'() that inputs a mesh shape M and a
graphically represented network G pc v, outputting a mapping
placement. The goal of this placement is to optimize perfor-
mance metrics defined by M () such as total spiking distance or
system power consumption.

The task of mapping Spiking Neural Networks (SNNs) onto
hardware is a combinatorial optimization problem of NP-hard
complexity [19]. This is because the end-to-end process encap-
sulates two well-known NP-hard challenges. First, partitioning
the neuron graph into clusters is an instance of the Graph Parti-
tioning problem. Subsequently, the placement of these clusters
onto physical cores to minimize communication cost is a classic
formulation of the Quadratic Assignment Problem (QAP). The
computational intractability of finding optimal solutions for such
problems necessitates the use of effective heuristics, which is the
primary motivation for the approach presented in this paper.

III. RELATED WORKS
A. Related Works on SNN Mapping Problem

Prior researches have introduced diverse methodologies for
SNN mapping. These methods, distinguished by their under-
lying algorithms, fall into three primary categories: heuristic-
based, optimization-based, and SFC-based approaches.

Mapping SNNs to neuromorphic hardware, an NP-hard prob-
lem [19], commonly employs heuristic algorithms such as
Particle Swarm Optimization (PSO). In PSO implementations,
the search space has N dimensions, where N = C x V (C:
number of neurons/clusters, V: number of cores), with each
point representing a specific placement. Various approaches—
PSOPART [20], Song et al. [21], SpiNeMap [11], and Py-
CARL [10], eSpine [13]—each offer distinct problem formu-
lations and objective functions. PSOPART, for instance, applies
PSO without partitioning, which increases computational com-
plexity. SpiNeMap takes a different approach by binarizing the
search space, while Song et al. leverage SDF? for throughput
optimization. Similarly, eSpine employs PSO to optimize the
placement of synapses on memristors based on their activa-
tion patterns, aiming to maximize the lifetime of memristive
crossbar arrays by considering endurance variations. However,
these methods share a critical limitation: their high algorithmic
complexity results in poor efficiency. Designed primarily for
small-scale scenarios (typically fewer than 100 cores), they
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prove impractical for modern large-scale hardware with thou-
sands of parallel cores, where generating a single mapping
solution could require over a hundred hours.

Methods based on mathematical optimization, such as Mixed-
Integer Linear Programming (MILP), can find provably optimal
solutions but are computationally intractable for large-scale
SNN mapping due to exponential time complexity. This scal-
ability limitation is severe: finding an optimal mapping for even
amere 16-core system can exceed an hour of computation [22],
[23]. This prohibitive cost is a widely recognized challenge,
confirmed by comprehensive surveys of the field [24].

Many toolchains instead leverage faster, though sub-optimal,
greedy algorithms. For example, PACMAN [9] uses a first-
come-first-serve approach for core assignments, while the
Corelet toolchain [25] adopts a layer-by-layer mapping strat-
egy to reduce communication overhead. LCompiler [26], built
specifically for Loihi [5], focuses on partitioning to manage
Loihi’s high computing energy costs. However, these greedy
methods still have key limitations. Their iterative optimization
processes can pose scalability challenges for large-scale appli-
cations, and they often cannot handle irregular resource avail-
ability, resulting in significant performance losses on irregular
meshes or defective hardware.

In our previous work [15], we proposed an approach for
large-scale neuromorphic hardware mapping that combined the
Hilbert Space-Filling curve (HSFC) for initial element place-
ment with a Force-Directed (FD) algorithm for refinement. This
strategy demonstrated computational efficiency for mapping
large-scale SNNs onto neuromorphic hardware, primarily due
to the Hilbert curve’s locality-preserving property. By placing
connected neurons close together, the curve effectively reduced
inter-core communication overhead. However, despite these
achievements, we identified a critical limitation in the method’s
reliance on HSFC: its inability to construct curves on irreg-
ular shapes. This inflexibility presents challenges in handling
complex real-world scenarios, which constrains its practical
applications.

The challenge of mapping to non-ideal hardware is not unique
to SNNs and has also been addressed in the context of non-
spiking neural networks, with a primary focus on fault tolerance
to maintain computational accuracy. For example, some studies
propose redundancy-based mapping schemes, such as the greedy
search approach presented by Yousuf et al. [16] that utilizes
layer ensemble averaging to mitigate faults. Other works focus
on encoding-based approaches, where workloads are allocated
and tuned to counteract hardware defects, as discussed by Xia et
al. [27]. While these methods effectively address device-level
computational errors, our work targets a different challenge.
We focus on the system-level problem of minimizing inter-core
communication overhead for SNNs on geometrically irregular
hardware, which is a distinct objective from preserving compu-
tational accuracy within individual cores.

B. Related Works on Space-Filling Curves

The Hilbert space-filling curve, due to its unique properties,
has found widespread applications in many fields. However,
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TABLE I
PROPERTIES OF SPACE-FILLING CURVES

Non-Square Regions Arbitrary Specify Locality

Rectangle with Holes Meshes Start/Endpoint | Property
Hilbert [28] X X X X Good
Rong’s [29] v X X X Good
Evasion Curve [30] X v X X Good
Context-based [31] v v v X Bad
General SFC [32] v X X v Fair
Dense Curve [33] v v v v Bad
ALPJ[ours] v v v v Good

its limitation of being constructible only on squares with side
lengths that are powers of two has always been a challenge.

Consequently, many studies have sought to enhance its flexi-
bility by extending the Hilbert curve or designing its variants.

Table I summarizes several attempts to extend the Hilbert
Curve. Rong et al. [29] introduced a Modified Hilbert Curve that
expands the curve’s application from squares to rectangles. Nair
et al. [30] designed a strategy based on “avoidance”, enabling
the Hilbert curve to circumvent holes within shapes. Dafner
and others proposed a Context-based space-filling curve [31],
designed to construct filling curves within arbitrary contour
shapes. However, this curve, based on a Hamiltonian cycle
approach, completely abandons the important characteristic of
locality inherent in the Hilbert curve.

Sasidharan et al. [32] introduce a method of partitioning the
plane using a KD-TREE and then determining the order of leaf
visitation to create a space-filling curve. However, we found
that it cannot genuinely construct in any shaped region, as there
are scenarios that a KD-TREE cannot divide, e.g., a complex
shape with an internal unavailable area will lead to no legal
partitioning. Furthermore, our experimental findings, reported
in Section VI-C, show that its locality features are weaker than
those of the Hilbert curve and ALP.

Ban et al. [33] present a method for generating a curve
that densely covers any geometric domain. However, this curve
does not prioritize locality, making it less effective for mapping
problems.

In summary, there is still a need for a space-filling curve that
can be flexibly constructed on various shapes while preserving
the crucial characteristic of locality.

IV. THE PROPOSED ALP CURVE
A. Overview

Some space-filling curves, owing to their inherent local-
ity properties, are effective in mapping SNNs onto 2D mesh
architectures. However, existing space-filling curves lack the
necessary flexibility for practical applications.

We introduce the Adaptive Locality-Preserving(ALP) curve,
a novel space-filling curve designed to address this challenge.
Specifically, the ALP curve is a mapping relationship generated
by the ALP construction algorithm, transforming a 1D sequence
into 2D mesh coordinates. This curve exhibits two critical
features:

e Flexibility: The ALP curve can be constructed on two-

dimensional meshes of any shape, even those with internal
gaps or irregular boundaries.
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non-power-of-two rectangular meshes (8x10 and 6x4). (f) The curve navigating a mesh with internal non-functional cores, essential for fault tolerance. (g) The
curve mapped onto a fragmented, irregularly shaped mesh, typical in multi-tasking environments.
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2D space for points that are close in the 1D sequence.

Fig. 4 displays seven instances of the ALP curve applied
to meshes of various configurations, each demonstrating the
curve’s adaptability. Fig. 4(a), (b) and (c), and (c)) depict the
ALP curve on a standard 4 x 4 mesh, highlighting the curve’s
flexibility through different shapes achieved by varying start
and end points. This ability to specify these points is particularly
beneficial for neuromorphic hardware with specific input/output
(I/0) requirements. By aligning the SNN’s input and output
layers with designated I/O ports, the ALP curve effectively
minimizes communication overhead with external systems.

InFig.4(d) and (e), the ALP curveisappliedto 8 x 10and 6 x
4 meshes, respectively, demonstrating its adaptability to non-
power-of-two rectangular meshes. This showcases the curve’s
versatility in accommodating various hardware layouts.

In Fig. 4(f) illustrates the curve’s capability to navigate
around internal gaps, a crucial feature for practical applications
in large-scale parallel computing systems like neuromorphic
hardware. Here, the ALP curve’s flexibility ensures effective
utilization of computational resources, even when some cores
are non-functional due to malfunctions or other issues.

Fig. 4(g) shows the ALP curve mapped onto an irregularly
shaped mesh, emphasizing its efficiency in multi-tasking envi-
ronments where fragmented mesh regions are common. This
example underscores the ALP curve’s proficiency in manag-
ing and utilizing available computing resources in complex
scenarios.

B. Main Idea

The ALP curve construction algorithm uses a divide-and-
conquer recursive strategy. Ateach recursion level, the algorithm
begins by identifying the central point of the mesh, which serves
as the midpoint of the curve. The mesh is then split into two
equal sub-shapes. In the sub-shape containing the start point, the
midpoint is set as the new end point for recursion. Conversely, in
the sub-shape with the end point, the midpoint becomes the new
start point. This recursive division continues until the mesh is

Input:
Mesh shape
-D |
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Dividing > o
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il A~y Sy e R
)
! 177
)
Output: i
ALPcurve = | _ N N
———  Legend
[> startPoint --- DividingLine
(O MidPoint ==) Recursive Arrow
[ End Point Merging Arrow
Atomic Unit ALP Curve

Fig. 5. Detailed construction of the ALP curve on a 2 x 3 mesh.

reduced to a 1 x 1 unit. Finally, the algorithm merges the curve
segments from both sub-shapes.

Fig. 5 illustrates the ALP curve’s construction process on a
2 x 3 mesh. In this figure, each recursion level’s start, midpoint,
and end points are marked with green triangles, blue circles, and
red squares, respectively. The dividing lines for each mesh level
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are shown as blue dashed lines. During the recursion, each level
is segmented into two sub-problems (indicated by grey arrows),
continuing until the mesh is reduced to its smallest unit. In the
backtracking phase, these sub-problems are recombined at their
original problem level, as illustrated by green arrows.

The remainder of this section will formalize the complete de-
tails of the ALP construction algorithm, analyze its complexity,
and discuss the underlying logic of some of the special design
decisions of the algorithm.

C. Formulation

We first define the smallest unit of a mesh, referred to as a
cell, denoted by a lowercase letter ¢ and represented by a pair of
integer coordinates (z,y). Without loss of generality, we define
the coordinates of the top-left cell as (0,0), with x increasing
downwards and y increasing to the right.

¢; = (zi,y;), where x;,y; € N. 2)

A mesh is a shape composed of a series of available cells,
meaning a mesh M is a set of distinct cells. A mesh composed
of n cells can be expressed as:

M:{CO,Cl,...,Cnfl}. (3)

Furthermore, we define the four vertices of each cell and their
coordinates in the mesh as v, as well as the set of all vertices
in the mesh M as V). Similarly, the coordinates of the top-left
vertex of the top-left cell are defined as (0,0), with x increasing
downwards and y increasing to the right.

Vi = ($L7yz)7 where Ti,Yi € N. 4
Vs = {v|v is one of the vertices of ¢ € M }. Q)

A space-filling curve is a mapping from a 1D sequence to
2D coordinates, i.e., a one-to-one correspondence between a
continuous sequence of natural numbers and the coordinates
of cells in a mesh. This mapping is represented by a bijective
function:

Fspe : {z|x € N,o < n} — M,wheren = |M|. (6)

D. The ALP Curve Construction Algorithm

Algorithm 1 outlines the construction of the ALP curve with
the pseudocode for constructALP (), arecursive procedure.
This function takes four inputs: the target mesh shape M, the
starting vertex vUsiqrt, the ending vertex venq, and the initial
curve label base base € N, set to 0 initially. Additionally, the
global variable F's1 p, representing the ALP curve’s mapping
function, is defined externally. The constructALP () method
constructs F4 1 p throughout the recursion rather than returning
it upon completion.

The pseudocode in lines 2 to 4 illustrates the recursion’s base
case when the mesh M reduces to a single 1x1 cell. At this
point, the single viable cell ¢ corresponds to the label base. The
mapping is established by setting F'a1, p(base) to ¢, aligning the
base-th node in the 1D sequence with the 2D mesh position ¢ in
the ALP curve.
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Algorithm 1: construct ALP(M, vstart, Vend, base).

1 Global: Farp;
Input: M, vstgrt, Vend, base
Output:
/* Recursive Base Case */
2 if size_of(M) == 1 then
3 F4rp(base) < the unique cell in M;
L Return;

/* Find the vnid */
5 VUeenter < The vertex at the center of the mesh;
6 Vs < Set of all vertices in the mesh M;
7 if Veenter € Var then
8 ‘ Umid £~ Ucenters
9 else
10 Umid < v; in Vi that is equidistant from vgyq,
L and v.,g and nearest t0 Veepter;

/* Divide the mesh */
11 if its possible to cut M by a dividing line passing
through v,,;q then
12 Cut M by the dividing line;

13 Mstart < {c|c € M, c in the same part as vgtqpt }3
14 Meng < M — Mgigre;
15 else

16 Mstartv Mend — {}9

17 dissta'rt — gethSDiS<vstart; V]\/[);
18 diSend < getBfsDis(vVend, Var);
19 foreach ¢; in M do

20 if cellDis(disstart, ¢i) < cellDis(diSend, ¢;)
then
21 | Msta'rt — Mstart + Cis
22 else
23 L Meng <= Mena + ci;
/* Recursive processing */

24 base_end < base + size_of(Msiart)s
25 construct ALP(Mgiart, Vstart, Umid, base);
26 construct ALP(Mepnd, Vimids Vend, base_end);

The pseudocode in lines 5 to 10 focuses on identifying the
midpoint vpig of the curve. This step involves finding the geo-
metric center veeneer Of the target mesh shape M. Due to M’s
irregularity, vUeeneer 1S not simply the average of the mesh di-
mensions. The algorithm employs specific formulas to calculate
Vcenter = (l'center’a ycenter):

ZCi:(Iuyi)GM Ti

I )

Tcenter =

A similar formula is used to calculate ycenter, Substituting
y; for z;. This represents the calculation of the “centroid” of all
cells in the mesh, rounded to the nearest vertex. Once veenter, the
center point coordinates, are obtained, it’s crucial to verify if it
lies within the mesh’s shape, as shown in Fig. 6(a), where veenter
may be outside the mesh. If vep e, 15 inside the mesh, it directly
becomes v,,,;4. Otherwise, the distances from the start and end
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Fig. 6. Key design considerations for the ALP algorithm. (a) Handling an
off-mesh geometric centroid. (b) BFS partitioning for meshes unsplittable by
straight-line cuts. (c¢) Prioritizing straight-line division over BES to maintain
regular shapes and better locality.

vertices to all other vertices are computed. This is achieved using
a standard Breadth-First Search (BFS), a well-known graph
traversal algorithm that systematically finds the shortest path
from a source on an unweighted grid. The BFS calculates the
minimum number of four-directional movements required to
reach every vertex from vy, and vey, g, populating the distance
arrays diSstart|...] and disendl. . .], respectively. Finally, the
algorithm identifies and selects the vertex equidistant from the
start and end points and closest to Vcenter as the new midpoint.

Lines 11 to 23 of the pseudocode describe the algorithm’s
strategy to divide the mesh into two subregions using the mid-
point v,,,;4. The division is attempted through either horizontal
or vertical lines, but it must satisfy two criteria: 1) the line must
split the mesh into two distinct parts, and 2) the line must place
the start and end points of the curve in different subregions. The
preferred division direction is the one with fewer vertices directly
on the dividing line, optimizing cross-region point pair distance,
thereby improving the curve’s locality performance. In regular
meshes, the algorithm favors more equal subregion dimensions.
However, as seen in Fig. 6(b), when neither horizontal nor
vertical cuts are feasible, the algorithm resorts to a BFS-based
division. This method, using the distances disg;qrt and disenq
generated via the aforementioned BFS process, divides cells
based on their proximity to the start or end point. The BFS
distance for a cell to a point is the average of the BFS distances
of its four vertices to that point, as given by the formula:

disy, [vi]

cellDis(disvo, C) _ Zvi is a vertex oicell c ) (8)

where vy is either vgzq.t OF Veng.
Lines 24 to 26 in the pseudocode address the recursive as-
pect of completing the ALP curve construction. After splitting
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the current mesh into two sub-meshes, the algorithm assigns
the curve labels from base to base + |Mgiqrt| — 1 to the first
sub-mesh and the remaining labels to the second. The label
base base_end for the latter is set to base + | Mgyqrt|. con-
structALP () is then recursively applied to both sub-meshes.
Once this recursive mapping is complete, further merging is
unnecessary as all assignments to the mapping function Fi41,p
are finalized during the recursion’s base cases.

E. Complexity Analysis

As modern neuromorphic hardware systems may dynamically
face the demands of mapping SNNs comprising billions of
neurons, the efficiency of the mapping algorithm is of paramount
importance. This section focuses on a detailed analysis of the
time and space complexity of the Adaptive Locality-Preserving
(ALP) curve construction algorithm, particularly in the context
of large-scale mapping problem.

1) Time Complexity Analysis: The time complexity of the
ALP curve construction algorithm is determined by the re-
cursive process and the complexity of operations within each
recursion:

® Recursive depth analysis: The depth of the recursive pro-
cess is a crucial factor in determining the algorithm’s time
complexity. Given that the mesh is divided approximately
evenly at each step, the depth of recursion would be
O(logn), where n is the number of cells in the mesh.

o Complexity within each recursive layer: At each recursive
level, the complexity of operations varies. For simple and
regular meshes, calculating the midpoint and dividing the
mesh is a constant-time operation, O(1). However, in more
complex cases that necessitate the BFS mechanism for
midpoint calculation, the complexity at that level increases
to O(n), where n is the number of cells in the mesh
at that recursive level. Despite the potential increase in
complexity due to the BFS mechanism, the total complex-
ity for all recursive calls at the same depth collectively
remains O(n).

® QOverall time complexity: Combining the depth of recursion
and the per-layer operations, the overall time complexity
of the ALP curve construction algorithm is bounded by
O(nlogn). This upper bound holds even for the most com-
plex, irregular shapes that necessitate the frequent use of
the BFS-based partitioning mechanism. In ideal scenarios
where the mesh can be consistently divided using simple
geometric splits, the complexity can be as efficient as O(n).

2) Space Complexity Analysis:

® Recursive calls: The depth of the recursive call stack con-
tributes logarithmically to the space complexity, O(logn).

® BFS process: The BFS process for more complex mid-
point calculations and mesh divisions adds to the space
requirement. However, since different recursive levels are
independent, this space can be efficiently reused across the
recursion, maintaining O(n) space.

® Overall space complexity: Therefore, the space complex-
ity, including the BFS process, remains O(n + logn),
which simplifies to O(n).
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E Special Design Considerations in the ALP Curve
Construction Algorithm

In this section, we analyze and highlight several key design
aspects of the ALP curve construction algorithm, which signif-
icantly contribute to its performance and the locality properties
of the resulting curve.

o Utilizing the geometric centroid as the midpoint: The pri-
mary purpose of using the geometric center of the shape
as the midpoint is to ensure an even division of the mesh,
which is crucial for the efficiency of the algorithm. Second,
the midpoint acts as a junction for the curve segments be-
fore and after it, meaning that in the mapped SNN network,
all cross-domain spike communications pass through this
area, forming a communication hotspot. The center of the
mesh is often an open and accessible area, making it an
ideal location for such a hotspot. In fact, we believe this
is the most important reason for the ALP curve’s inherent
locality properties.

o Introduction of BFS: The BFS mechanism addresses the
challenges of finding midpoints and dividing irregular
shapes. It ensures the uniformity of the division, thereby
maintaining the algorithm’s efficiency. Additionally, the
BFS algorithm has excellent time and space complexity,
adding minimal extra overhead to the overall algorithm.

® Why BFS is not always used: Despite the advantages of
BFS, it is employed only as an alternative when normal
midpoint finding and mesh division are not feasible, rather
than as the default approach. The reason for this is that
simple horizontal or vertical divisions contribute to reg-
ularizing the mesh shape. Utilizing BFS divisions might
lead to irregular, jagged edges on the mesh, which can
be detrimental to the curve’s locality properties. Complex
and irregular shapes increase the surface area of the divi-
sion line, enlarging the average distance between points
in the subdivided subgraphs and raising the likelihood of
the curve navigating into dead ends. Fig. 6(c) illustrates
the difference between divisions using BFS and those not
using it. Thus, the algorithm prefers straight-line divisions
wherever possible, gradually regularizing even highly ir-
regular initial mesh shapes into more uniform rectangles.

® Guaranteed Convergence for Arbitrary Shapes: A key
strength of our algorithm is its guaranteed convergence
for any arbitrarily shaped mesh, including extreme cases
with disconnected “islands™ of cores. This robustness is
achieved through a comprehensive, two-tiered distance-
based partitioning strategy. For any given core, the algo-
rithm first attempts to partition it based on its BFS graph
distance to the vg;4¢ and v, 4 points. However, in the case
of a core being on a completely isolated island and thus
unreachable via BFS from either endpoint, we employ a
fallback mechanism: the core is assigned to a sub-problem
based on whichever (start or end) point is closer in terms
of Manbhattan distance. This two-tiered approach ensures
that every core, regardless of its location or connectivity,
can be decisively assigned during each recursive step,
guaranteeing that the algorithm will always converge and
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successfully construct a valid mapping for any hardware
topology.

In summary, the construction method of the ALP curve is
specifically designed to ensure the algorithm’s adaptability to
arbitrary mesh shapes while preserving essential locality prop-
erties. These strategic designs significantly enhance the algo-
rithm’s efficiency, particularly in addressing the complexities
arising from various hardware configurations in mapping very-
large-scale SNNs.

V. THE PROPOSED MAPPING APPROACH

The ALP curve, leveraging its inherent locality properties,
efficiently maps the data flow of an SNN from the input to
the output layers within neuromorphic hardware. This mapping
is achieved without requiring the structural details of the net-
work. Consequently, after employing the ALP curve for initial
mapping, significant opportunities arise for local adjustments
and optimizations, particularly focusing on the communication
intensity relationships between cores. Building upon our previ-
ous work [15], which introduced the Force Directed (FD) algo-
rithm for iterative refinement in SNN mapping, we incorporate
this proven optimization technique into our current approach.
The distinctive aspect of our present work lies in replacing
the conventional Hilbert curve with our newly proposed ALP
curve. This advancement aims to offer enhanced adaptability
and efficiency in accommodating the diverse configurations of
neuromorphic hardware.

Fig. 7 presents a diagram of our complete mapping approach.
The full mapping process primarily consists of three steps: 1)
Using topological sorting to arrange the original PCN into a 1D
sequence; 2) Constructing the ALP curve on the target mesh,
thereby mapping the 1D sequence onto the 2D cores to achieve
an initial mapping placement; 3) Iteratively refining this initial
mapping using the FD algorithm, continuing until the algorithm
converges.

A. Topological Sorting

First, we employ a classic topological sorting algorithm to
obtain a 1D topological sequence for the input Partitioned
Cluster Network (PCN). The primary goal of this step is to
prepare the input required for the ALP space-filling curve: a 1D
sequence that preserves the logical order from input to output of
the network as much as possible. Formally, for a graph structure
Gpen = {Vpen, Epcn } represented by the vertex set Vpoy
and edge set Epcy, its topological sequence is a mapping
Fropo : Veen — N

FTopo(Ci) = ] (9)

indicates that the neuron cluster C; in the vertex set is positioned
at the j-th place in the topological order.

B. Initial Mapping Placement Using ALP Curve

Upon obtaining the PCN’s topological sequence from the
first step, and after constructing the ALP curve F rp on
the target mesh M, we establish a mapping relationship from the
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Fig. 7. Diagram of the proposed approach.

network’s clusters C); to the cells ¢; (i.e., available neuromorphic
computing cores) on the mesh. This forms an initial Placement
Pipiy : Vpen — M

Pinit(Ci) = Farp(Fropo(Ci)) = ¢;. (10)

C. Force Directed Algorithm

The FD algorithm is an iterative optimization algorithm,
where the core idea is to view communication intensities be-
tween computing cores as tension relationships. Cores with more
intensive communications exert greater tension on each other.
Based on this physical model, clusters in the Placement adjust
their positions relative to neighboring cores to release tension,
thereby minimizing the system’s total energy (the optimization
cost) and optimizing the Placement.

We chose the FD algorithm for further optimization due to
its status as the best existing algorithm for large-scale SNN
mapping in terms of solution quality and solving speed. Addi-
tionally, its basic iterative operations, based on swapping posi-
tions between adjacent cores, are inherently suitable for complex
mesh shapes, aligning with our objective of mapping SNNs to
meshes of arbitrary shapes. Overall, the FD algorithm can be
seen as an optimization process. Given an initial Placement
P;,it, the PCN structure Gpopn, and the target mesh shape
M, the algorithm iteratively refines the existing Placement until
convergence, yielding the final Placement:

Pfinal = FD_algorithm(Pmit,GPCN,M). (11)
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Algorithm 2: Proposed Approach.

Input: M,Gpcen = (Vp, Ep,wp)
Output: Pfipa
/+ Get initial placement */
1 Topo « topological_sorting(Gpon);
2 Fapp < constructALP(M, ...);
3 Prnie < apply Topo sequence to Farp ;
/* Optimize using the FD algorithm =/
4 L < empty List;
s foreach pair = (py,py) in 2D mesh that p, and p, is
adjacent do
6 Tension|pair] +
tension between clusters at p,, and p,, ;
7 if Tension|pair| > 0 then
8 | L« L+ pair

9 while L is not empty do
10 foreach pair; = (py,py) in L and i < \|L| do

11 if Tension[pair;] > 0 then
12 Prpit < update Pr,;; by swapping pair;;
13 Tension < maintain T ension;

14 Lyt < empty List;

15 foreach pair; do

16 if Tension[pair;] > 0 then
17 | Lneat < L+ pair;

18 L <+ Leut;

19 Pfinal <~ PInit;

Algorithm 2 presents the complete workflow of our mapping
approach. The algorithm takes two inputs: the shape of the mesh
M and a PCN G pcy. Lines 1 to 3 describe how to obtain an
initial placement by performing topological sorting on the PCN
and constructing the ALP curve using Algorithm 1 based on the
mesh shape. Lines 4 to 19 outline the general process of the FD
algorithm’s iterative optimization of the mapping scheme.

Lines 4 to 8 construct queue L, which contains all adjacent
pairs of points with tension greater than 0. Swapping the clusters
mapped to these pairs can reduce the system’s total energy,
thereby optimizing the current solution. Lines 9-18 describe the
main iterative process of the FD algorithm: examining selected
pairs from queue L, performing swap operations on clusters of
qualifying pairs, and simultaneously updating and maintaining
the force conditions of other clusters.

During lines 9 to 18, the FD algorithm iteratively processes
the queue L: examining pairs from L, swapping clusters if their
tension is greater than 0, and updating tension values for affected
pairs. After each iteration, pairs whose tension remains above 0
are collected into a new queue L, for the next round. This
cycle continues until L becomes empty, indicating no more high-
tension pairs exist for swapping, thus confirming the system
has reached its minimum energy state and the algorithm has
converged.

It should be noted that the above process is a general outline
of the FD algorithm. A strict time complexity analysis for this
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iterative refinement stage is impractical, as the runtime depends
heavily on the number of iterations required for convergence.
However, a key advantage of our approach is that the high-
quality initial placement provided by the ALP curve significantly
accelerates this convergence process. Due to space limitations
and because it is not the main contribution of this paper, many
other details and optimization techniques are not reflected in this
pseudocode. For a detailed implementation of the FD algorithm,
refer to [15].

VI. EXPERIMENTS AND EVALUATIONS
A. Overview

Our experimental setup simulates a neuromorphic computing
hardware model using software tools. These experiments aim to
evaluate our proposed SNN mapping approach against existing
methods and compare various space-filling curves in terms of
performance indicators and algorithmic efficiency.

We structure our experiments into two parts. First, we conduct
a comprehensive evaluation of our complete SNN mapping
approach by benchmarking it against existing methods. This
involves mapping multiple real-world machine learning SNN
applications, providing a thorough assessment of our method’s
performance in practical scenarios. Second, to further validate
our approach, we carry out a comparative analysis of the ALP
curve against several classic space-filling curves, offering addi-
tional insights into the ALP curve’s effectiveness.

The experiments are conducted on an Ubuntu 20.04.2 LTS
(GNU/Linux 5.8.0-59-generic x86_64) workstation with 40
CPU cores (Intel(R) Xeon(R) Silver 4210R CPU @ 2.40 GHz),
256 GB of memory, and 4 GPU cards (GeForce RTX 3080). We
utilize GPUs for training and transforming SNN applications.
All mapping algorithms are implemented in C++ without the
use of GPU computing power or multicore parallel computing
features.

B. Comparative Analysis of SNN Mapping Approaches

1) Experimental Setup: In the first part of our experiments,
we compare our complete SNN mapping approach with other
existing methods. We evaluate the following four approaches:

1) The Baseline: Random mapping, where clusters are ran-
domly mapped into the neuromorphic hardware.

2) DFSynthesizer: A greedy mapping algorithm proposed
in [12].

3) PSO: Particle Swarm Optimization, a classic optimization
algorithm used in various mapping approaches [11], [12],
[21], with configurations taken from [21].

4) Hilbert_FD: The key reference SFC-based method [15],
which employs a mapping strategy based on the Hilbert
curve and the FD algorithm. Due to the Hilbert curve’s
inherent limitation in handling irregular shapes, we were
only able to include Hilbert_FD algorithm in the compar-
isons for regular mesh scenarios. The algorithm’s inability
to generate valid traversal sequences for irregular shapes
made it unsuitable for irregular mesh evaluations.
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TABLE II
BENCHMARKS

Gsnn Gpcn
Applications Neurons  Synapses  Clusters  Connections
LeNet 1.0M 188M 251 2151
AlexNet 0.9M 1.0B 229 4289
MobileNet 6.9M 0.5B 1764 37418
InceptionV3 14.6M 5.4B 3570 117597
ResNet-50 28.5M 11.6B 6956 478602
SpikingBERT | 24.6M 50.0B 6005 2.50M
STBP-tdBN 28.0M 25.56M 6930 109471
STDP 10000 2.0M 16 256

5) Proposed Approach: Our approach, using the ALP curve
for initial solution generation followed by FD algorithm
optimization.

Our benchmark comprises a diverse suite of neural networks
to ensure a comprehensive evaluation. This suite includes mod-
els created via ANN-to-SNN conversion using the SNNTool-
Box [34], such as LeNet [35], AlexNet [36], MobileNet [37],
InceptionV3 [38] and ResNet-50 [39], originally trained on the
ImageNet [40] dataset with TensorFlow [41]. To address greater
model diversity, we also incorporate the SpikingBERT language
model [42], which s trained through knowledge distillation from
a pre-trained BERT. Furthermore, the benchmark contains a
deep vision SNN directly trained on the ImageNet [40] dataset
with the STBP-tdBN method [43]. Finally, to evaluate biological
plausibility, we include a neuroscience model from Vogels et
al. [44] based on the STDP (Spike-Timing-Dependent Plasticity)
mechanism. Table II details the parameters of the application
suite.

We refer to Reference [15] and use two estimation metrics to
quantitatively assess placement quality:

e FEnergy Consumption: The total energy consumed by all

spikes on interconnect given Gpcon = (Vp, Ep, wp) and
Placement P is computed as follow

Mee= Y (wpleiy) (IP(e:) = Plej)| +1) B,

ei,jGEp
+wp(eig) [P(ei) = Ples)l| Buw), (12)
where || - || is the L1 norm, which gives the Manhattan

distance between two cores, E,. is the energy consumption
for a router route one spike message, and F,, is the energy
consumption for one spike message transmitted through a
wire between routers. wp is the weight function, presents
the communication traffic volume between clusters, and it
is proportional to the total number of spikes pass through
this connection.

® [Latency: The maximum time spike messages spent on
transmission in interconnect network among all connection
routes, given Gpony = (Vp, Ep, wp) and Placement P, is
computed as follow

My = max (([|[P(ci) = P(ej)[| + 1)Ly

ei,j€Ep

+ |1P(ei) = P(ej)|| Luy)- (13)
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TABLE IIT TABLE IV
CONSTANTS CONFIGURATION IRREGULAR SHAPE BENCHMARK COUNTS
Er Evw Lr Ly Allocation Algorithms
L0l L 001 Applications DRB [45] PAUL’ [46] Random | Total
STDP 99 97 100 296
; 3 i LeNet 93 97 100 290
_Task0 T ‘kz i AlexNet 90 85 100 285
' MobileNet 80 92 100 272
| Task3 InceptionV3 96 97 100 293
Task1 Task? ResNet 99 94 100 293
SpikingBERT | 90 89 100 279
7 STBP-tdBN 85 91 100 276
ask1
DRB Paul’s Random
*Data are shown as mean * propagated SD
Fig. 8. Examples of generated irregular meshes. EEm DFSyn SEm PSO WM Hilbert FD WEE Proposed Approach

where L, is the delay for a router route one spike message,
and L,, is the delay for one spike message transmitted
through a wire between routers.

Consistent with Reference [15], we configure the constants in
(12) and (13) as specified in Table III.

To evaluate the performance of the algorithm in irregular mesh
shapes, we focus on the most common and crucial practical
scenario: mesh configurations that result from parallel task
execution (as shown in sub-fig g) of Fig. 5). To simulate this
scenario, we generate dynamic task arrivals and use state-of-
the-art task allocation algorithms to assign computing resources
on the mesh. As tasks arrive and depart randomly, they create
irregular patterns of available resources, which we capture as
benchmarks.

We employed three task allocation algorithms:

1) DRB (Dynamic Resource Balance) [45]: An algorithm that
maximizes system throughput by balancing on-chip com-
puting and communication resources, primarily through a
multi-rectangle selection (MRS) algorithm for application
area allocation.

2) Paul’s algorithm [46]: A hybrid allocation and scheduling
strategy that uses design-time results during runtime to
reduce communication overhead and optimize deadline
satisfaction.

3) Random: A naive method that creates irregular shapes by
randomly marking regions as occupied.

Fig. 8 illustrates examples of irregular mesh shapes generated
by these three different algorithms. Since our focus is on SNN
mapping, we use these algorithms solely to simulate irregular
mesh shapes produced during run-time task transitions, exclud-
ing temporal information such as task scheduling details.

We conducted multiple simulation rounds for each target SNN
using different algorithms to generate various samples of irreg-
ular shape. We then filtered these samples to ensure that each
shape’s largest connected available region could accommodate
the target SNN. Table IV shows the number of irregular shape
benchmarks produced by each algorithm.

2) Execution Time Comparison: Fig. 9 illustrates a com-
parison of the normalized average execution time required by
each method, presented on a logarithmic y-axis. All execution

Normalized Time (Ratio to PSO)

. L Net 3 1 x
LN e e gion Sﬁpxd:;‘_\mgaﬂ Resn®

5ToP

Fig. 9. Results on execution time.

times are normalized to that of the PSO method. The data
points represent the mean values from multiple experiments,
with the error bars indicating the propagated standard deviation.
The results clearly demonstrate that SFC-based approaches hold
a significant advantage in computational efficiency, particu-
larly in large-scale mapping tasks. In contrast to the compared
methods, whose time requirements increase geometrically with
their algorithmic complexity, our proposed method maintains
an extremely low normalized time, even for complex tasks like
mapping the ResNet network. Its computational cost is several
orders of magnitude lower than the baseline PSO method and
the DFSynthesizer method.

3) Energy Consumption Evaluation: Fig. 10 illustrates the
Energy Consumption results, measured using the metric de-
fined in (12). The bar chart presents the energy consumption
of different methods relative to the baseline across various
benchmarks generated by DRB, Paul’s, and Random algorithms.
The results clearly demonstrate that our Proposed Approach
consistently outperforms all other methods across all bench-
mark scenarios. Moreover, the performance advantage of our
approach becomes increasingly pronounced as the SNN scale
increases, highlighting its superior scalability for large-scale
applications.

Quantitatively, when averaging across all experimental
samples, our algorithm achieves remarkable energy efficiency,
requiring only 24.1%, 42.9%, and 33.5% of the energy
consumed by Baseline, DFSynthesizer, and PSO methods,
respectively. This represents a 57.1% reduction in energy
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Fig. 10.  Results on energy consumption.
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Fig. 11.  Results on latency.

consumption compared to the best competing method (DFSyn-
thesizer). The advantage is even more substantial in large-scale
scenarios, particularly with ResNet, where our algorithm
reduces energy consumption by an average of 76.9%, 66.4%, and
75.4% compared to Baseline, DFSynthesizer, and PSO methods,
respectively.

4) Latency Evaluation: Fig. 11 presents the Latency com-
parison results, a metric defined by (13), across different bench-
mark scenarios generated by DRB, Paul’s, and Random algo-
rithms. The results demonstrate that our method significantly
outperforms all competing approaches across all scenarios,
with the performance advantage widening as the SNN scale
increases.

Quantitatively, our algorithm achieves remarkably lower max-
imum Latency, averaging only 45.5%, 62.9%, and 50.4% of that
observed in Baseline, DFSynthesizer, and PSO methods, respec-
tively. This considerable improvement is especially prominent
in large-scale models. For instance, in the ResNet benchmark,
our approach demonstrates a pronounced reduction in latency,
requiring only 38.4%, 51.8%, and 43.7% of the latency of
the Baseline, DFSynthesizer, and PSO methods, respectively,
underscoring its effectiveness in complex, large-scale SNN ap-
plications.

5) Impact of Mesh Irregularity: We quantify the irregularity
of benchmark mesh shapes using an Irregularity parameter,
as defined in (14). For meshes generated by DRB or Paul’s
algorithm, Irregularity represents the number of tasks oc-
cupying regions in the shape, while for meshes generated by
the Random algorithm, it represents the number of randomly
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removed rectangles.

for DRB/Paul’s alg.
for Random alg.

Nezisting7

Nremo’ueda (14)

Irregularity = {
where Negisting 15 the number of existing tasks and Ny cimoved
is the number of removed rectangles.

Fig. 12 presents the average performance of different al-
gorithms in varying levels of irregularity when mapping the
ResNet SNN. The results demonstrate that compared to other
methods, our approach experiences significantly slower perfor-
mance degradation as the irregularity of the mesh increases,
both in terms of energy consumption and latency metrics. This
highlights the robustness and adaptability of our algorithm in
handling irregular topologies. While competing methods show
steep performance declines with increasing irregularity, our
approach maintains relatively consistent performance, demon-
strating its effectiveness in real-world scenarios where perfect
regularity is rarely achievable.

C. Performance and Efficiency Comparison of Space-Filling
Curves

To complement our main experiments, we conducted an ad-
ditional set of tests to evaluate the performance and efficiency
of the ALP curve against other established space-filling curves
(SECs). The compared SFCs included:

® Random mapping: as a baseline.

e (ircle: sequential outward-in mapping.

® Zigzag: serpentine row-by-row mapping.
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Fig. 12.  Results on different mesh irregularity for ResNet.

e Z-order: a classic fractal space-filling curve.

® Hilbert: a classic fractal space-filling curve known for its

good locality properties.

e Context-based: an adaptive space-filling curve introduced

in [31], designed for non-regular regions.

® General SFC: amethod to create a space-filling curve using

a KD-TREE [32].
® Dense Curve: a curve that densely covers any geometric
domain [33].

Since most space-filling curves, except for our proposed ALP
curve, cannot be constructed on irregular shapes, this part of
the experiment compares the performance of different curves
on regular meshes of varying sizes.

To quantify the locality property of a space-filling curve
represented by the mapping function Figpo (refer to (6)) for a
target mesh M, we define the locality score £ with the following
formula:

L(Fsrc, M) =
Fsrc(j) — Fsrcl(i
1,JeEN,i<j<|M]| J
where || - || denotes the Manhattan distance. The formula calcu-

lates the sum of the distances between all pairs of points on a
2D plane, weighted by the reciprocal of their separation in 1D
sequence. Essentially, pairs of points close in the 1D sequence
contribute more significantly to the metric after mapping. Con-
sequently, a smaller sum of these weighted distances suggests
that the curve more effectively maps points that are close in 1D
sequence to nearby locations in 2D space, indicating superior
locality. The division of this weighted sum by the 1.5th power
of the mesh size mitigates scaling effects, yielding a quantified
locality metric for comparative analysis.

Fig. 13 presents the metrics as defined by (15). The results
show that the ALP and Hilbert curves display nearly identical
quantified locality metrics, outperforming other curves signifi-
cantly. This advantage is more pronounced at larger scales. At
the largest scale, the metrics for the Z-order, ZigZag, and Circle
curves are 1.13, 1.81, and 2.69 times those of the ALP curve,
respectively. Context-based curve, whose generation algorithm
does not focus on locality properties, matches only the metric
of the ZigZag curve.

0 1 2 3 4 5 6 7 8 9
Irregularity (Number of Existing Tasks / Removed Rectangles)

Random
84 B Zigzag
o B Circle
£ mmm Zorder
S 6 Context
S == GeneralSFC
g DenseCurve
2 4] == Hilbert
£77] mm aLp
5
8 2 4
o 8x8 32x32 256x256 1024x1024
Mesh Size
Fig. 13.  Quantitative locality for various SFCs across different mesh sizes.
TABLE V
TOTAL SPIKE TRAVEL DISTANCES FOR VARIOUS SFCS ACROSS DIFFERENT
MESH SIZES
Mesh_Size 8% 8 32 x 32 256 x 256 1024 x 1024
Random 2,297.2  3.43eb5 1.79e8 1.15e10
Circle 2,699.3  2.42e5 1.68e7 2.68e8
Zigzag 1,589.6  1.82e5 1.62e7 2.66e8
Zorder 1,985.7  1.25e5 8.92e6 1.44e8
Context 1,592.1 1.83eb 1.62e7 2.66e8
GeneralSFC  1,579.9  1.80e5 1.61e7 2.65e8
DenseCurve  2,134.5  2.59¢5 1.70e7 2.77e8
Hilbert 1,563.4 84,905.6 5.51e6 8.81e7
ALP 1,552.4 84,925.6 5.51e6 8.82e7

Table V presents the quality of SNN mapping placements
generated by various SFCs, quantified using the Total Spike
Travel Distance (TSTD) metric. The Mpgrp for a mapping
placement P and network G pony = {Vpeon, Epcn } is calcu-
lated as follows:

>

Morsrp(P) = [P (c;) — P(e;)l| (16)
ei,j€EpPCcN

where e; ; represents spike communication between neuron
clusters ¢ and j, and || - || is the Manhattan distance. The re-
sults show that the ALP curve achieves performance equal to
the Hilbert curve across different mesh sizes, highlighting its
locality properties.

Table VI presents the construction times for each curve on
a large-scale mesh of size 1024 x 1024. The ALP curve’s con-
struction time, while higher than other directly defined curves
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TABLE VI
CONSTRUCTION TIMES (MS) FOR SPACE-FILLING CURVES ON A 1024 x 1024
MESH
Random Zigzag Circle Zorder  Hilbert
42 11 13 13 49
Context  General SFC  Dense Curve ALP
132 471 759 233

due to additional recursive computations, is sufficiently fast at
only 233 milliseconds for a million-scale curve, demonstrating
its efficiency.

VII. DISCUSSION

While the initial motivation for this paper was to address the
challenge of mapping large-scale SNNs onto complex neuro-
morphic hardware environments, our method can be general-
ized to a broader range of communication-intensive multicore
computational task mapping problems, particularly on target
hardware platforms organized in a 2D mesh structure.

Space-filling curves have been recognized for their versatile
applications in various research fields, extending well beyond
network mapping problems. Works [47] and [48] apply SFC for
robotic exploration tasks. Works [49][50] and [51] use SFC for
image compression. Work [52] employs SFC for image smooth-
ing. Work [53] apply SFC in the field of computer graphics to
assist in rendering. Works [54][55] utilize SFC for 2D and 3D
data visualization. Work [56] uses SFC to solve FPGA placement
problems.

Our proposed ALP curve, being one of the most flexible and
locality-preserving space-filling curves to date, has the potential
to facilitate breakthroughs in some of these diverse application
areas. Expanding on these applications, however, falls beyond
the scope of this paper and will be a subject for our future work.

VIII. CONCLUSION

This paper introduces the Adaptive Locality-Preserving
(ALP) curve, a novel space-filling curve designed to map Spik-
ing Neural Networks efficiently onto neuromorphic hardware.
The ALP curve overcomes limitations of traditional curves
by balancing flexibility, locality preservation, and manageable
complexity—making it ideal for large-scale applications with
complex mesh configurations. Our experimental results demon-
strate that the ALP curve matches the Hilbert curve’s locality per-
formance in regular scenarios while significantly outperforming
existing algorithms in irregular scenarios. Notably, our method
reduces communication overhead by 57.1% compared to current
best algorithms when handling irregular mesh shapes. This
substantial improvement highlights the ALP curve’s exceptional
adaptability and efficiency, particularly in complex, real-world
neuromorphic hardware environments.

Importantly, our method efficiently handles irregular mesh
shapes and defective cores. This is essential for running multiple
applications and enhancing resource utilization in ultra-large-
scale neuromorphic systems, which often serve as server-like
infrastructures with potentially millions of computing cores.
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These capabilities highlight the critical role of our method in
delivering dynamic, high-performance mapping solutions that
meet the evolving demands of neuromorphic computing.
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