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ABSTRACT
Neuromorphic hardware is a multi-core computer system specifically designed to run Spiking Neuron Network (SNN) applications. As the scale of neuromorphic hardware increases, it becomes very challenging to efficiently map a large SNN to hardware. In this paper, we proposed an efficient approach to map very large scale SNN applications to neuromorphic hardware, aiming to reduce energy consumption, spike latency, and on-chip network communication congestion. The approach consists of two steps. Firstly, it solves the initial placement using the Hilbert curve, a space-filling curve with unique properties that are particularly suitable for mapping SNNs. Secondly, the Force Directed (FD) algorithm is developed to optimize the initial placement. The FD algorithm formulates the connections of clusters as tension forces, thus converts the local optimization of placement as a force analysis problem. The proposed approach is evaluated with the scale of 4 billion neurons, which is more than 200 times larger than previous research. The results show that our approach achieves state-of-the-art performance, significantly exceeding existing existing approaches.

CCS CONCEPTS
• Computer systems organization → Neural networks; • Networks → Network on chip; • Hardware → Neural systems.
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1 INTRODUCTION
Neuromorphic computing promises to realize artificial intelligence while reducing energy requirements [30]. Spiking Neural Networks (SNNs) [25], usually regarded as the third generation of neural networks, play an important role in neuromorphic computing. Lmitating the biological nervous system in terms of neuron and synaptic connection models, SNN features rich spatial-temporal information and high biological plausibility.

To exploit the advantage of the low power consumption of spike-based artificial intelligence, many neuromorphic hardware have been developed. For example, DYNAPE-SE [28], TrueNorth [8], Neurogrid [5], SpiNNaker [12], Loihi [7], Tianji [35] and Darwin [24]. All of these neuromorphic hardwares share a common design rule to run SNN applications. That is: using a large number of specially designed neurosynaptic cores (for example, crossbars on Loihi; and ARM cores on SpiNNaker) to store synaptic weights and simulate neurons dynamics in parallel.

In this kind of multicore architecture, SNN applications are required to be mapped into hardware prior to their execution. A typical process of mapping an SNN application into hardware needs: 1) partitioning neurons in SNN into several clusters to meet the hardware constraints, and 2) placing these clusters in neuromorphic computing cores.

A few approaches, such as PACMAN [13], PyCARL [2], SpiNeMap [4] and DFSynthesizer [36], have been proposed to address mapping SNNs to neuromorphic hardware. The works show that mapping results can dramatically influence the performance of the running of SNN applications, including power consumption, latency, and throughput.

However, existing methods show limitations with the increase of hardware scale (As shown in table 1) and the development of larger-scale SNN applications [18, 22]. These limitations are due to two main reasons:

• Most previous works mainly focus on optimizing the partition of neurons, while few addressed the placement of clusters. However, with the increasing number of cores, the placement of partitioned clusters shows a more significant impact on performance than the partitioning of neurons.
Table 1: Capacity of several neuromorphic hardware platforms

<table>
<thead>
<tr>
<th></th>
<th>DYNAps</th>
<th>BrainScaleS</th>
<th>Loihi</th>
<th>SpiNNaker</th>
<th>TrueNorth</th>
</tr>
</thead>
<tbody>
<tr>
<td># Neurons/core</td>
<td>256</td>
<td>512</td>
<td>128</td>
<td>1000</td>
<td>256</td>
</tr>
<tr>
<td># Synapses/core</td>
<td>16K</td>
<td>128K</td>
<td>500K</td>
<td>2K</td>
<td>262K</td>
</tr>
<tr>
<td># cores/chip</td>
<td>1</td>
<td>1</td>
<td>1024</td>
<td>18</td>
<td>4096</td>
</tr>
<tr>
<td># synapses/system</td>
<td>4</td>
<td>8192</td>
<td>768</td>
<td>1M</td>
<td>64</td>
</tr>
</tbody>
</table>

- Existing methods are designed for relatively small scale (less than 5000 cores) neuromorphic hardware and lack scalability. These methods either fail to solve in a reasonable time or the solution is of inferior quality when the problem scale is enlarged.

To tackle the limitations, we propose an efficient mapping approach based on Hilbert Space-filling Curve (HSC) [16] and Force Directed (FD) algorithm. HSC is a space-filling curve that maps a 1D sequence into a 2D space. We find that HSC can provide the overall data flow layout and map connected neurons to nearby locations, which is desirable in mapping problems. FD algorithm is a novel optimization algorithm designed by us. By converting the connections between the cores into forces and analyzing the forces on the cores, the FD algorithm can efficiently optimize the location of the cores. Combining HSC with the FD algorithm, our approach is able to map very large scale SNN applications to neuromorphic hardware, aiming to reduce energy consumption, spike latency, and on-chip network communication congestion. The experimental results show that our method can solve and optimize the SNN mapping task of 4 billion neurons and millions of cores in 26 seconds, while the existing methods need more than 100 hours.

The main contributions of this paper are as follows:

- We are the first to apply Hilbert Space-filling Curve (HSC) to the SNN mapping problem. We explore why HSC has an advantage in mapping very large scale SNNs by concluding the unique properties of HSC.
- We propose the Force Directed (FD) algorithm to map very large scale SNN applications into neuromorphic hardware, reducing energy consumption, spike latency, and on-chip network communication congestion.
- Combining HSC with the FD algorithm completes our mapping approach. We evaluate our approach with a large scale of 4 billion neurons and millions of cores on a general neuromorphic hardware model. The results demonstrate the excellence of the proposed approach.

2 BACKGROUND AND RELATED WORK

2.1 Background of SNN Mapping Problem

Neuromorphic computing, an emerging computing paradigm using SNNs model, has the potential to drive the next wave of AI and is receiving increasing attention [30], for its characteristics of brain mimicking and energy efficiency.

An SNN application is an attempt to use SNN to implement machine learning approaches. SNNs can be trained to perform specific tasks by supervised or unsupervised methods like other traditional Artificial Neural Networks (ANNs). While training refers to adjusting the synaptic weights between neurons. This survey [30] shows that SNN applications could provide competitive results in many machine learning tasks, including vision classification, reinforcement learning, and robotic autonomous control.

A neuromorphic hardware platform is a computer system specifically designed to implement SNN applications [27]. Table 1 lists several existing Neuromorphic hardware platforms. And many larger-scale neuromorphic hardware, e.g. SpiNNaker2 with 10 million core processors [26] is being designed and developed by companies and research institutions [11]. These hardware systems can be uniformly abstracted as multi-core computing systems that use many homogeneous neurosynaptic computing cores to simulate neuron dynamics in parallel. A typical implementation of the neurosynaptic computing core is the analog crossbar [21], while some choose to use digital processors [8, 12].

The most common design in the latest large-scale neuromorphic systems is Network-on-Chip (NOC) [23] with 2D mesh structures. The main advantage of this architecture is its high scalability to achieve massively parallel computing systems.

Based on this multicore architecture, SNN applications must be mapped into hardware. Mapping an SNN application into hardware means 1) partitioning neurons in SNN into several clusters to meet the hardware constraints and 2) placing these clusters in neuromorphic computing cores.

Figure 1 illustrates an example of mapping SNN into neuromorphic hardware.
of neurons and synapses. Firstly, Neurons in the SNN application need to be partitioned into clusters due to the neuromorphic core’s capacity limitation. In Figure 1, the maximum number of neurons per core limited by hardware capacity is 3, so 13 neurons $c_0_{-12}$ are partitioned into 5 clusters $c_0_{-4}$. Based on the partition result, we can obtain the Partitioned Cluster Network (PCN), a graph made of clusters. The connections between clusters preserve the information of synapses that connect neurons partitioned in separate clusters.

The result of the mapping algorithm is a placement. Figure 1 shows two possible results of mapping given PCN into a $2 \times 3$ neuromorphic hardware. The green dotted box represents a neuromorphic core, and the square in the upper left corner represents its router. One obvious conclusion is that placement 1 is a higher-quality solution than placement 2 because the path length of all connections in placement 1 is less than or equal to that in placement 2. The following section will give a more systematic and mathematical description of the problem.

### 2.2 Related Work

Mapping and scheduling problem is a well-known NP-hard problem [14], and this paper studies one instance of this type of problem. As a result, obtaining an optimized solution is extremely challenging. Based on this fact, existing mapping methods are often based on iterative optimization or greedy approaches to obtain approximate optimal solutions.

**PACMAN** [13] is the standard mapping method for SpiNNaker [12]. It employs a simple first come, first serve technique while considering user-specified constraints. TrueNorth [33] proposed a heuristic algorithm to place clusters to hardware cores layer-by-layer. Clusters of the input layer are placed in predefined positions. Then clusters in the following layers would choose a core with the minimum sum of distances from all adjacent inward clusters in preceding layers. DFSynthesizer [36] is initialized by randomly allocating clusters to neuromorphic cores. From this, it searches for a better solution by swapping clusters’ positions iteratively. It evaluates throughput and energy cost every time clusters are moved and retains new mapping if the metric improves. SDFSN [3] uses Synchronous Data-Flow Graphs (SDFGs) for mapping exploration. PSOPART [6] uses an instance of PSO (particle swarm optimization) to directly map neurons of SNN to neuromorphic cores. Based on PSOPART, SpiNeMap [4] adds a partition phase before using the PSO algorithm. Since a hardware core can contain no more than one cluster, SpiNeMap binarizes the position and velocity of particles. PyCARL [2] extends SpiNeMap’s method to support the high-level programming interface PyNN. Song et al. [37] proposed a framework that also employs PSO to generate the SNN placement. Song integrated SDF into PSO as its fitness function to calculate the throughput for a given mapping. In the framework, a scheduler is constructed to avoid placement conflict.

Previous research mainly focuses on heuristic methods to map neuron clusters to the neuromorphic hardware. A common problem with these methods is that they may be too slow to solve when the hardware scale is enlarged. These methods tested on a scale of fewer than 5000 cores mapping problems. Therefore, a more efficient mapping method is needed with the emergence of neuromorphic hardware such as SpiNNaker2 and Darwin3, which has a capacity of tens of billions of neurons and millions of parallel computing cores.

### 3 PROBLEM FORMULATION

#### 3.1 Neuromorphic Hardware Model

In this paper, as shown in Figure 2, neuromorphic hardware is modeled as a many-core system made of a set of homogeneous processing cores connected by routers. Each router binds to a core and connects its neighbors in four directions with bidirectional links to form an interconnection network with a 2D mesh topology.

Each core, together with its binding routers, has coordinates of $(x, y)$. The system size is defined by $(N, M)$, which means a number of $N \times M$ cores are available in the system. The core at the top-left corner is indexed as $(0, 0)$, while the core at the bottom-right corner is indexed as $(N - 1, M - 1)$. We denote the hardware system as a set

$$S = \{(x, y) \in N^2 | 0 \leq x < N, 0 \leq y < M\}. \quad (1)$$

The capacity of processing cores in different neuromorphic hardware varies greatly. Two constants, $CON_{npcc}$ and $CON_{spcc}$, are used to address this difference in hardware constraints. $CON_{npcc}$ defines the maximum number of neurons that can be configured per core, while $CON_{spcc}$ defines the maximum number of synapses that can be configured per core.

![Figure 2: Hardware model](image)

**Figure 2: Hardware model**

#### 3.2 SNN Application and Partitioned Cluster Network (PCN) Model

An SNN application is naturally modeled as a directed Graph

$$G_{SNN} = (V_S, E_S, w_S). \quad (2)$$

Each node $x \in V_S$ presents a minimum computational unit: neurons. Each edge $e_{ij} \in E_S$ presents a synapse connecting neuron $x_i$ and $x_j$. $w_s : E_s \rightarrow R$ is the edge weight function defined on the edges of the graph. It should be noted that the value of weights $w_s(e)$ does not represent the synapse weights in the SNN but the density of the spiking emitted by synapse $e$, or in other words, the communication traffic volume.

Neurons in SNN need to be partitioned into clusters to meet the hardware constraints before mapping algorithms can operate on...
them. In this paper, we use algorithm 1 to do partition. The output of the partition algorithm is the Partitioned Cluster Network (PCN)

\[ \text{PCN} = (\mathcal{V}_P, \mathcal{E}_P, \mathcal{w}_P) \]

which is defined by a directed Graph. Each node

\[ c_i = \{ x | x \text{ is partitioned in } c_i \} \in \mathcal{V}_P. \]

presents a cluster of neurons, whose self is a set made of the neurons it contains. A partitioned cluster can be mapped on an arbitrary core in neuromorphic hardware, which means it is the smallest unit that the mapping algorithm can schedule. Each edge \( e_{i,j} \in \mathcal{E}_P \) presents a communication connection between clusters \( c_i \) and \( c_j \). The weight function \( \mathcal{w}_P \) is given by the following equation:

\[ \mathcal{w}_P(e_{i,j}) = \sum_{u \in B_{i,j}} \mathcal{w}_S(u,v), \]

where

\[ B_{i,j} = \{ e_{u,v} \in \mathcal{E}_S | x_u \in c_i \text{ and } x_v \in c_j \}, \]

which presents the communication traffic volume between clusters, and it is proportional to the total number of spikes pass through this connection.

### 3.3 Problem Definition

Based on the system and application models, the mapping problem can be modeled as finding a placement \( P : \mathcal{V}_P \rightarrow \mathcal{S} \), an injective function that maps the clusters into cores, which is noted as follow:

\[ F(\text{PCN}, \mathcal{S}) = P \]

\[ P(c_i) = (x_i, y_i), \]

where \( F \) is a given mapping algorithm.

To quantify the output placement, we use five metrics to optimize the mapping task, that is, energy consumption, latency, and network congestion. These metrics are computed as follow:

1. **Energy Consumption** The total energy consumed by all spikes on interconnect given \( \text{PCN} = (\mathcal{V}_P, \mathcal{E}_P, \mathcal{w}_P) \) and Placement \( P \) is computed as follow

\[ M_{ec} = \sum_{e_{i,j} \in \mathcal{E}_P} (\mathcal{w}_P(e_{i,j}) \left( \| P(c_i) - P(c_j) \| + 1 \right) E_N + \mathcal{w}_P(e_{i,j}) \| P(c_i) - P(c_j) \| E_N), \]

where \( \| . \| \) is the L1 norm, which gives the Manhattan distance between two cores, \( E_N \) is the energy consumption for a router route one spike message, and \( E_N \) is the energy consumption for one spike message transmitted through a wire between routers.

2. **Average Latency** The average time a spike message spent on transmission in interconnect network, given \( \text{PCN} = (\mathcal{V}_P, \mathcal{E}_P, \mathcal{w}_P) \) and Placement \( P \), is computed as follow

\[ M_{al} = \sum_{e_{i,j} \in \mathcal{E}_P} (\mathcal{w}_P(e_{i,j}) \left( \| P(c_i) - P(c_j) \| + 1 \right) L_r + \mathcal{w}_P(e_{i,j}) \| P(c_i) - P(c_j) \| L_w), \]

where \( L_r \) is the delay for a router route one spike message, and \( L_w \) is the delay for one spike message transmitted through a wire between routers.

3. **Maximum Latency** The maximum time spike messages spent on transmission in interconnect network among all connection routes, given \( \text{PCN} = (\mathcal{V}_P, \mathcal{E}_P, \mathcal{w}_P) \) and Placement \( P \), is computed as follow

\[ M_{ml} = \max_{e_{i,j} \in \mathcal{E}_P} \left( \| P(c_i) - P(c_j) \| + 1 \right) L_r + \| P(c_i) - P(c_j) \| L_w). \]

4. **Average Congestion** The average congestion in the interconnection network, given the \( \text{PCN} = (\mathcal{V}_P, \mathcal{E}_P, \mathcal{w}_P) \) and Placement \( P \), is computed as follow

\[ M_{ac} = \sum_{(x,y) \in \mathcal{S}} \text{Con}(x,y)/(N \times M), \]

where \( \text{Con}(x,y) \) compute the congestion in router whose coordinates is \( (x,y) \). It is compute as follow

\[ \text{Con}(x,y) = \sum_{e_{i,j} \in \mathcal{E}_P} (\mathcal{w}_P(e_{i,j}) \times \text{Expe}(x,y, P(c_i), P(c_j))), \]

where \( \text{Expe}(x,y, (x_i, y_i), (x_j, y_j)) \) is the function that compute the expected value of number of spike pass through coordinate \( (x,y) \) when one spike is transmitted from coordinate \( (x_i, y_i) \) to \( (x_j, y_j) \). The complete calculation of this function is presented in algorithm 4 in the appendix.

5. **Maximum Congestion** The maximum congestion in the interconnection network, given \( \text{PCN} = (\mathcal{V}_P, \mathcal{E}_P, \mathcal{w}_P) \) and Placement \( P \), is computed as follow

\[ M_{mc} = \max_{(x,y) \in \mathcal{S}} \text{Con}(x,y). \]

### 4 THE PROPOSED APPROACH

#### 4.1 Overview

Figure 3 illustrates the main workflow of our proposed approach. The process flow consists of two steps: step 1) using Hilbert Space-filling Curve (HSC) to obtain an initial placement, and step 2) perform Force directed (FD) algorithm to optimize the placement.
4.2 Initial Placement Based on Hilbert Space-filling Curve

4.2.1 Motivation. In our analysis, the most critical problem that existing heuristic search methods cannot map large-scale networks is that the solution space grows too fast with the size. The number of possible solutions for a mapping task with $N$ kernels is up to $N!$. It is too difficult for existing methods to approach optimal solutions from a random starting point in solution space. So we wondered if we could start from a better initial placement rather than a completely random one.

Figure 4 shows some instances of HSC. HSC is a well-known fractal graph that provides a mapping relationship between 1D and 2D space. We find that HSC has very special properties, which can help to obtain a good initial placement.

4.2.2 Properties of HSC. We use the HSC as a guide to achieving an initial placement because it has the following properties.

(1) Locality: The HSC is widely used in computer science mainly because it gives a mapping between 1D and 2D space that preserves locality well. The locality here means that two points closing to each other in one-dimensional space are also close to each other after being mapped in 2D space [16]. SNN applications also show another form of locality property: neurons are only connected to a few other neurons locally instead of being widely connected in the whole network. This locality can be found both in deep machine learning applications and biological nervous systems in nature [39]. Combining these two locality properties is that the neurons with connections will be mapped closely in 2D space based on HSC, which is favorable for the mapping problem.

(2) Infinity: HSC can give a mapping between 1D and 2D space in infinity order, which means there are no scalability issues when mapping very large-scale SNN applications to hardware.

(3) Provide data flow layout: Most SNN applications show directionality: data flow from input to output like a stream. As shown in the Figure 5, the HSC maintains this directionality when mapping, providing a U-shaped overall layout and fully using all space. Better yet, an HSC is a fractal graph. That is, it has this property in any of its sub-graphs. Therefore, not only on a global scale but on any small local area, this property can help to obtain a better Placement. We believe this feature may be the most critical reason HSC can provide superior initial solutions for further optimization.

4.2.3 Initial Placement with HSC. We achieve the initial placement through the following two steps: step 1) A sequence of clusters is obtained by a variety of topological ordering of the PCN graph. And step 2) a discrete approximation of Hilbert Space-filling Curve is used to map the 1D sequence into the 2D mesh.

In step 1), the topological order of the PCN graph is generated by algorithm 2, which is the same as the classical topological sorting algorithm, except for a slight modification to enable it to handle non-Directed-acyclic-graphs (non-DAG). The algorithm’s output is
Algorithm 2: Topological sorting

**Input:** $G_{SCN} = (V_p, E_p, wp)$

**Output:** $Seq : V_p \rightarrow N$

1. $p = 0$
2. $S = \{\text{all clusters with no incoming edge}\}$
3. $Seq(c_i) = -1$ for all $c_i$ in $V_p$
4. while $p < |V_p|$ do
   5. if $S$ is not empty then
      6. $n = c_i$ with smallest index $i$ in $S$
      7. remove $n$ from $S$
   8. else
      9. $n = c_i$ with smallest index $i$ that $Seq(c_i) = -1$
   10. end
   11. $Seq(n) = p$
   12. $p = p + 1$
   13. foreach $c_j$ with an edge $e_{i,j} \in E_p$ do
      14. $E_p = E_p - e_{i,j}$
      15. if $c_j$ has no other incoming edge and $Seq(c_j) = -1$
          then
          17. $S = S + c_j$
          end
      end
   end

a function $Seq : V_p \rightarrow N$.

$Seq(c_i) = j$, \hspace{1cm} (15)
presents that the cluster $c_i$ is the $j$th item in the sequence of topological order.

In step 2), the sequence is mapped into 2D space using a discrete approximation of the Hilbert Space-filling Curve, which is noted as a function $Hilbert : N \rightarrow (N, N)$.

$Hilbert(i) = (x_i, y_i)$, \hspace{1cm} (16)
presents that the $i$th item in the sequence is mapped to the position $(x_i, y_i)$.

Combining steps 1 and 2 we obtain the function of the initial placement $P_{init} : V_p \rightarrow (N, N)$.

$P_{init} = Hilbert \circ Seq$, \hspace{1cm} (17)
which essentially transforms the network, represented as a graph, into a 1D sequence, and then further maps it to 2D space based on the HSC.

### 4.3 A Statistical Analysis of HSC

Figure 6 provides a statistical analysis of the advantages of HSC curves applied to mapping problems.

Figure 6.a shows three examples of different space-filling curves on an 8x8 mesh, including HSC, Zigzag, and Circle [32]. The arrows in the figure indicate the arrangement of the original 1D sequence in 2D space based on the corresponding space-filling curves.

Figure 6.b shows the generated distance heatmaps based on curves in Figure 6.a. In the heatmap, the value at any point $(x, y)$ is equal to the distance of the point pair $(P_x, P_y)$, where $P_i$ represents the position where the $i$th point in the 1D sequence is mapped to 2D space, based on the corresponding curve. The closer the point pair is, the smaller the value and the darker the color in the heatmap, and vice versa. The heatmap shows some features of the space-filling curve from a visual perspective: compared with other space-filling curves, the HSC's heatmap appears darker near the diagonal and has fewer sharp spikes of brightness. This phenomenon images the locality property of the HSC, i.e., points that are adjacent in 1D sequence will also be adjacent in 2D space.

Figure 6.c shows three connection images of SNN. In the connection image, the value of the point $(x, y)$ indicates whether there is a connection between neuron $x$ and neuron $y$ in the neural network. If there is, the corresponding point is colored. Otherwise, it is blank.

Figure 6.d shows a Cost we designed to measure the performance of different curves. The specific calculation process is as follows: the connection image of SNN is covered on the heatmap of the space-filling curve like a mask, and then the desired cost is obtained by summing up the values of all the covered points in the heatmap. In fact, all the points to be counted are precise all the connections in the neural network, and their connection distances in 2D space are the values on the heatmap. These values can obtain the sum of all the connection distances in the mapped space, which is an important metric to measure the mapping performance.

In order to further obtain the average performance of these space-filling curves when mapping an arbitrary unknown SNN, we made the probability cloud image. The probability cloud is composed of many connection images of different SNNs. In the same way, we can obtain the cost of different curves on this point cloud map, and the results are shown in Figure 6.e.

It can be seen from the results that HSC performs several times better than ZigZag and Circle on mapping neural networks in a statistical sense.

### 4.4 Force Directed Algorithm for Finetuning

#### 4.4.1 Overview

The HSC provides a placement that only maps clusters at a macro level, so there is a large room for local optimization. Therefore, we propose the FD algorithm to finetune the placement provided by HSC.

The main idea of the FD algorithm is to regard clusters as particles on a 2D plane and the connection between clusters as the tension. In this way, in the dynamic evolution of the physical model, particles subjected to greater tension will get closer, achieving the desired result: clusters with greater connections will be mapped to closer positions.

The design of the FD algorithm also takes advantage of the locality of the SNN applications. It is embodied in two points: 1) The force of each cluster is only related to clusters connected to it. Therefore, when the algorithm updates the position of a cluster in the placement, only clusters connected to it need to be maintained. The locality of SNN ensures that the number of affected clusters is not too large, thus ensuring the high efficiency of computation. 2) Based on the placement given by HSC, the locality of the SNN applications ensures that clusters with connections are mapped in close positions. This property means that each cluster is not too far from the optimal position, ensuring that the FD algorithm’s strategy based on local tuning does not need to be executed too many times.
4.4.2 Details of FD Algorithm. To perform the FD algorithm, we first build an abstract physical model. Although we borrow many physics concepts, this model does not have any real physics meaning but is entirely intended to serve the mapping algorithm.

We first define the potential energy. Given placement $P$ and PCN graph $G_{PCN} = (V_P, E_P, w_P)$, the potential energy is defined as follows:

$$U_c(i, j, P, (c_i, c_j)) = u(P(c_j) - P(c_i)) + w_p(e_{i,j}).$$  \hspace{1cm} (18)

The equation (18) means that based on a given placement, the clusters $c_i$ will generate a potential field. Any other cluster $c_j$ in the system will therefore have a potential energy $U_c(i, c_j)$. The value of potential energy is determined by

1. The position of $c_j$ in the potential field generated by $c_i$, i.e., the relative position of $c_i$ to $c_j$. The further away $c_j$ is from $c_i$, the more potential energy $c_j$ has.
2. The connection weight between $c_i$ and $c_j$. If there is no connection between $c_i$ and $c_j$, $c_j$ will not gain potential energy from $c_i$’s potential field.
3. The shape of the potential energy field.

Figure 7 visualized three potential energy fields, whose shape is determined by potential function $u(p)$. In case a), the potential function is designed most straightforwardly:

$$u_a(p) = |x_p| + |y_p|.$$

(19)

where $p = (x_p, y_p)$ is the position of the cluster relative to the origin of the potential field. This potential function defines a uniform potential field. The potential energy at position $p$ is linearly proportional to the $L1$ norm of the position vector $p$, i.e., the Manhattan distance from $p$ to origin.

The energy fields are not uniform in case b) and c) but is denser when away from the origin. This design gives clusters relatively more potential energy when away from the field’s origin. In the subsequent optimization process of reducing the system’s total energy, these pairs of clusters farther away will be preferentially pulled closer. Such property helps to reduce long-distance connections and therefore reduce latency. The potential energy at position $p$ is proportional to the squared $L1$ norm and the squared $L2$ norm of $p$, respectively. The potential functions are designed as follows:

$$u_b(p) = (|x_p| + |y_p|)^2,$$

(20)

$$u_c(p) = x_p^2 + y_p^2.$$

(21)

There are many other possible potential field designs. The above three potential energy fields are chosen in this paper because of their computational efficiency and performance. And by selecting different potential field functions, our algorithm can flexibly trade-off between solving speed and solution quality.

---

**Figure 6:** Why HSC space filling curve. a) Space-filling Curve. b) Distance-Heatmap. c) Network. d) Cost Computation. e) Cost of different space-filling curves

**Figure 7:** Different potential energy fields
The target of the FD algorithm is to minimize the system’s total energy by optimizing the placement:

\[
\arg\min_{\mathcal{P}} E_s. 
\]  

(24)

Equation (26) shows that minimizing the system’s total energy is equivalent to minimizing the system’s total energy consumption when using a specially designed potential function (25).

\[
u(p) = (|p| + 1)E_{\text{sur}} + |p|E_{\text{en}}
\]  

(25)

\[
E_s = \sum_{c_i \in \mathcal{V}_p} U_{c_i}(c_i, P(c_i))
\]

\[
= \sum_{c_i \in \mathcal{V}_p} u(P(c_j) - P(c_i)) + w_p(e_{i,j})
\]

\[
= \sum_{c_i \in \mathcal{V}_p} ((|P(c_j) - P(c_i)| + 1)E_{\text{en}} + \|P(c_j) - P(c_i)\|E_{\text{sur}}) + w_p(e_{i,j})
\]

(27)

\[
E_s = M_{\text{ec}}.
\]

(28)

In our model, force is defined as the reduction in potential energy of a cluster as it moves towards its neighbor position. A cluster will be subjected to different forces in four directions: up, down, left, and right. The force is computed as follows:

\[
\text{Force}_{c_{i,d}} = E_{c_i} - E'_{c_i}
\]

\[
= E_{c_i} - \sum_{c_j | e_{i,j} \in \mathcal{E}_p} U_{c_j}(c_i, P(c_j), P(c_i) + \mathbf{v}_{P_d}),
\]

(29)

where

\[
d \in \{UP, DOWN, LEFT, RIGHT\}
\]

(30)

The equation (27) shows that when the cluster moves in one direction, the force in that direction is positive if the potential energy is reduced and negative otherwise. This fact indicates that in order to reduce the system’s total energy, clusters tend to move in the direction of greater force.

Tension is defined on the pair of adjacent clusters. It is computed as follows:

\[
\text{Tension}_{c_{i,c_j}} = \text{Force}_{c_{i,d_{i,j}}} + \text{Force}_{c_{j,d_{j,i}}},
\]

where \(|P(c_i) - P(c_j)| = 1,

(31)

where \(d_{i,j}\) representing direction from \(P(c_i)\) to \(P(c_j)\). The tension’s value equals the sum of the forces of the two clusters pointing toward each other. According to the definition of force (27), the tension’s value is equal to the sum of the potential energy reduced by switching the positions of the two clusters.

Based on the above model definition, we propose the FD algorithm. Algorithm 3 illustrates the complete workflow of the FD algorithm. First, the input placement \(P_{\text{init}}\) is set as the baseline of the optimization (line 2). Based on initial placement, the \(\text{Force}\) array is built using equation (27) (lines 3-5). The \(\text{Tension}\) array is built using equation (30) (lines 7-8). Meanwhile, a list \(L\) of all pairs with positive tension is constructed (lines 9-11). The list \(L\) is then sorted into a queue where the higher the tension, the more advanced the pair (line 13). The FD algorithm then optimizes placement by swapping pairs in the queue (lines 14-41). In each iteration, a new queue will be generated for the next iteration. The algorithm recursively iterates until the new queue is empty (line 14). In each iteration, a part of the pairs in the queue will be swapped. The proportion of this part is controlled by hyperparameter \(\lambda\) (line 17). Before being swapped, a pair has to be checked to ensure its tension is still positive. If not, the pair is discarded (lines 18-19). In the swapping process, the clusters mapped to these two positions are swapped, and their \(\text{Force}\) values are rebuilt (lines 20-21). The \(\text{Force}\) of all other clusters connected to these two clusters is maintained (line 24).

Finally, all clusters affected by the swapping process are added to a list \(L_{\text{affected}}\) (line 25). When all the swaps are complete, the algorithm starts building the queue for the next iteration \(L_{\text{next}}\) (lines 30-40). \(L_{\text{next}}\) is first initialized to contain all pairs in the queue for this iteration (line 15). All pairs containing the affected clusters are then appended to \(L_{\text{next}}\). After rebuilding the tensions of all pairs in \(L_{\text{next}}\), all pairs with non-positive tensions are discarded (lines 36-38). Finally, the queue required for the next iteration is obtained by sorting \(L_{\text{next}}\) in order of tension (line 40).

4.5 Design Choices of FD Algorithm

In this section, we motivate the FD algorithm’s design choices.

\(1\) Check before the swapping process. Pairs in the queue are assured of positive tension when the queue is constructed. However, during a series of swaps in one iteration, a previous swap may cause a change in the tension of the subsequent swaps. Before being swapped, a pair of clusters has to be checked to ensure its tension is still positive. This checking procedure is used to ensure the convergence of the algorithm. According to equations (30) and (27), the change of the system’s total energy is equal to the tension of the pair before the swap. The positive tension ensures the system’s total energy decreases monotonically.

\[
E^*_s = E_s - \text{Tension}_{c_{i,c_j}} < E_s.
\]

(32)

where \(E^*_s\) is the new system’s total energy after the swap. Another possible method is to dynamically maintain the queue, i.e., updating all pairs’ tension after each swap. However, this method will bring high algorithm complexity. We choose to use a static queue and check in terms of algorithm efficiency.

\(2\) Hyperparameter \(\lambda\). The main idea of introducing the hyperparameter \(\lambda\) is to mimic the dynamic evolution of a physical
Algorithm 3: Force Directed

Input: \( P_{\text{init}} \), \( G_{\text{PCN}} = (V, E, \wp, \wp) \), \( S, \lambda \)

Output: \( P_{\text{final}} \)

1. Define: \( \text{UP, DOWN, RIGHT, LEFT} = 0, 1, 2, 3 \);
2. \( P_{\text{now}} = P_{\text{init}} \);
3. \( \forall p \in S \) do
   4. build the \( \text{Force}[p][0..3] \);
5. end
6. \( L = \text{empty List} \);
7. \( \forall \text{pair} = (p_u, p_o) \) in 2D mesh that \( p_u \) and \( p_o \) is adjacent do
   8. build the \( \text{Tension}[\text{pair}] \);
   9. if \( \text{Tension}[\text{pair}] > 0 \) then
      10. \( L.\text{append}(\text{pair}) \);
   end
11. end
12. sort \( L \) s.t. \( \forall i < j, \text{Tension}[L[i]] \geq \text{Tension}[L[j]] \);
13. \( L_{\text{next}} = L \);
14. \( L_{\text{affected}} = \text{empty List} \);
15. while \( L \) is not empty do
16.   \( L_{\text{next}} = L \);
17.   \( L_{\text{affected}} = \text{empty List} \);
18.   \( \forall \text{pair} = (p_u, p_o) \) in \( L \) and \( i < \lambda |L| \) do
19.     recompute \( \text{Tension}[\text{pair}] \); 
20.     if \( \text{Tension}[\text{pair}] > 0 \) then
21.       swap the placement of clusters currently placed at \( p_u \) and \( p_o \) in \( P_{\text{now}} \);
22.       rebuild \( \text{Force}[p_u][0..3] \) and \( \text{Force}[p_o][0..3] \);
23.       \( \forall \text{pair} = (c_u, c_v) \) do
24.       maintain \( \text{Force}[P_{\text{now}}(c_k)][0..3] \);
25.       \( L_{\text{affected}}.\text{append}(c_k) \);
26.       end
27.     end
28.     end
29.   end
30.   end
31. end
32. remove duplicates from \( L_{\text{affected}} \);
33. \( \forall \text{pair} = (p_u, p_o) \) in \( L_{\text{next}} \) do
34.   append all pairs contains \( P_{\text{now}}(c) \) to \( L_{\text{next}} \);
35. end
36. \( L_{\text{next}} = L \); sort \( L \);
37. \( P_{\text{final}} = P_{\text{now}} \);
The first seven SNN applications starting with DNN or CNN are randomly synthetic. DNN stands for Deep Neural Network, which contains multiple layers of neurons, and each adjacent layer of neurons is fully connected. CNN stands for Convolutional Neural Network. The connections between neurons follow the classical convolutional network structure [19].

The following seven SNN applications are realistic Artificial Neural networks (ANN). They are: LeNet [20] trained in MNIST [10] and ImageNet [9] datasets, AlexNet [19], MobileNet [17], InceptionV3 [38], and ResNet [15]. We trained these networks using Tensorflow [1] and converted them into SNN form using the ANN-to-SNN conversion tool SNNToolBox [31].

### 5.1.3 Comparison Approaches

We mainly evaluate the following five approaches.

1. **The baseline**: Randomly mapping, clusters are randomly mapped into the neuromorphic hardware.
2. **Truenorth**: A method proposed in [33]. It is used in Truenorth [8], a large-scale neuromorphic computing system.
3. **DFSynthesizer**: A greedy mapping algorithm proposed in [36].
4. **PSO**: Particle Swarm Optimization is a classic optimization algorithm used by many mapping approaches [4, 36, 37]. We take the PSO configuration from this SOTA work [37].
5. **Proposed approach**: In the first part of the experiment, we show our method’s performance under different configurations in detail. In the second part of the experiment, we compare our approach against other methods.

### 5.1.4 Evaluation Metrics

All the metrics for measuring the quality of the placement are detailed in section 3.3, including:

- Energy consumption (9)
- Average latency (10)
- Maximum latency (11)
- Average congestion (12)
- Maximum congestion (14)

Another metric we use to measure the efficiency of the technique is:

- Algorithm execution time

which measures how long it takes for a given technique to get a solution.

### 5.2 Performance of the Proposed Approach

The experiment consists of two parts. In the first part, we show the advantages of HSC compared with other space-filling curves and how HSC can cooperate with the FD algorithm to obtain optimal performance. In addition, the influence of different potential functions on the FD algorithm is also shown. In the second part, we use the benchmark to compare our approach against other existing methods.

Figure 8 shows the results of the first part of the experiment. The experiment is based on ResNet, a representative SNN application from the benchmark. The experiment involves ten mapping methods, marked a) to j). Where method a) is the baseline method, i.e., random mapping. Methods b), c), and d) directly obtain placement based on space-filling curves. e) to j) are six methods that contain the optimization phase of the FD algorithm, where methods e) and f) use the potential function described by equation 19, while g) and h) use 20, i) and j) use 21. Methods e), g), and i) run the FD algorithm beginning with a randomized initialization. Methods f), h), and j) use the FD algorithm on an initial placement given by HSC. The left part of the figure shows the solution quality given by the ten methods through the designed metrics. All metrics are normalized to the baseline method. In the bar for latency and congestion, light and dark colors represent this metric’s maximum and average values, respectively. The right part shows the solving time required by some methods. Since there is no iterative optimization process for methods a) to e), their time consumption is less than 0.001 seconds.

Based on the experimental results shown in Figure 8, we have the following observations:

1. **HSC has significantly better performance than other space-filling curves.** Other space-filling curves, ZigZag and Circle, will wander in a wide range of 2D space, which may lead to the adjacent and connected neurons being assigned to locations far away from each other, resulting in the solution’s performance being even worse than the baseline method. While HSC, by its nature, is well suited for mapping SNN, which has been discussed before. Compared with the baseline, HSC’s energy consumption is reduced by 77.3%; average and maximum delay is reduced by 64.2% and 62.4%, respectively; average congestion is reduced by 77.4%, while maximum congestion is increased by 12.6%. As for the increment of maximum congestion, we find that HSC places many densely connected neurons in a centralized area, resulting in local routing hotspots, which can be solved by subsequent optimization of the FD algorithm.

2. **Neither HSC nor FD algorithm can complete the mapping task well alone.** On the one hand, the HSC provides a placement that only maps clusters at a macro level, so there is a large room for local optimization. Based on the placement given by HSC, using the FD algorithm can further reduce energy consumption by 23.3%, average and maximum latency by 26.5% and
Figure 8: Performance of the space-filling curve and FD algorithm at ResNet

Figure 9: Results on execution time

16.4%, and average and maximum congestion by 23.5% and 31.6%. Reducing maximum congestion also solves the router hotspots problem involved by HSC.

On the other hand, the results show that the FD algorithm heavily depends on the quality of the initial solution. Without the initial solution provided by HSC, the metrics of the solution given by the FD algorithm become significantly worse, and the solution time becomes very long. According to our analysis, the huge performance reduction of the FD algorithm is due to the lack of macro guidance and dataflow layout provided by HSC. Each iteration of the FD algorithm only makes local optimization and adjustment, so it isn’t easy to affect the overall layout. And without a proper initial placement, clusters will be far from the ideal converge position, increasing the time cost of convergence.

(3) Among the three methods f), h), and j), methods j) can achieve better solution quality.

These three methods represent the complete method proposed by us, i.e., HSC combined with FD. Method j) uses the potential energy function described by formula A, which can better punish the long-distance connection relation than other potential energy functions to obtain better quality solutions. Although the computing complexity of the formula is higher, this disadvantage is eliminated when using HSC. We analyze that the total number of iterations needed to converge is reduced due to the better optimization and adjustment strategy of method j).

Based on the above experimental observations, we let method j) represent our proposed approach to participate in all subsequent experiments.

5.3 Comparison with Other Approaches

In the second part, we present the major experimental results: the performance of the existing mapping method and our approach under the benchmark.

Figure 9 shows the time required by each method to solve SNN mapping problems of different scales. The X-axis indicates the size of the SNN application, which is represented by the number of neuron clusters. The Y-axis represents the time required for the method to execute. Notice that we are taking logarithms of both axes.

Since existing algorithms may not solve the very large-scale SNN mapping task in a reasonable time, some tasks in the dataset have no data points, and some data points are estimated. The data points in Figure 9 that took more than 100 hours (where painted gray) are our estimates, not actual data. It is estimated by forcing the algorithm to stop at 100 hours and then dividing the current time by the percentage of the number of iterations completed. Since the total number of iterations in PSO and DFSynthesizer is known, we can obtain the estimated time using this approach. TrueNorth was not able to estimate time this way.

Results show that the efficiency of our approach is significantly higher than the existing algorithms. Our approach is also the only method to solve the SNN mapping problem of 4 billion neurons and 1 million cores in a reasonable time (26 seconds). While all other methods failed to provide a solution under 100 hours.

Figures 10, 11, and 12 respectively illustrate the performance of the placements obtained by approaches in terms of three metrics: energy consumption, latency, and congestion. In figure 11 and 12, the light and dark parts represent the maximum and average values of the corresponding indexes. The test SNN applications in
all figures are listed from left to right in order of scale. The Y-axis in figure 11 is logarithmic.

Just like in the case of Figure 9, some existing algorithms cannot complete the solution on some data sets due to the too-slow solution time. Therefore, some test points have no data, and others have incorrect data. For practical reasons, we put an upper bound on the execution time of 100 hours for all methods. If the algorithm exceeds 100 hours, it will be forced to stop and take its current optimization result as its solution to be measured. These particular incorrect data points will be marked "early stop" in the figures. Since both PSO and DFSynthesizer algorithms are iteratively optimized, it makes sense to retire early. While TrueNorth cannot use this technique.

The results show that the quality of the solution obtained by our algorithm is significantly better than the existing algorithms in each metric. In average, compared with the best results of the other three methods, our algorithm reduces energy consumption by 47.8%, average latency by 31.7%, maximum latency by 36.5%, average congestion by 42.9%, and maximum congestion by 36.7%. For the largest test application, the corresponding performance improvement is 93.9%, 92.7%, 93.8%, 93.9%, and 93.8%.
One observation is that when the SNN application scale is small, the solutions of approaches are of similar quality. As the problem size increases, the performance of existing methods sharply decreases compared to the baseline while our method improves. Our analysis is that when the size of the problem is small, the problem’s solution space is small, and each method can obtain results close to the optimal solution. When the size of the problem increases, the solution space grows exponentially, and the existing methods are difficult to approach optimal solutions from a random starting point. On the other hand, Our algorithm can start from a relatively good starting point provided by the HSC and benefit from the larger optimization space to achieve more improvement compared to the baseline.

6 CONCLUSION

This paper proposes a novel approach to map SNNs to neuromorphic hardware, motivated by our findings that existing approaches are inadequate for the mapping requirements of new large-scale hardware. The main idea of our approach is to use the Hilbert space-filling curve to obtain an initial placement and generate an optimal overall layout of the data flow for the SNN, and then use the FD algorithm to optimize the placement further. We discuss how the unique properties of the space-filling curve and SNN fit together to obtain a high-quality placement. We present the FD algorithm, which we have made much effort to make efficient when mapping large-scale SNN. Experimental results demonstrate that our approach shows significantly better performance in both solution quality and solving speed compare to existing methods.
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A HSC IN ARBITRARY RECTANGLE

Algorithm 4: function Exp($x, y, (x_s, y_s), (x_f, y_f)$)

1. $P_s, P_t = (x_s, y_s), (x_t, y_t)$
2. if $(x, y)$ is outside the area enclosed by $P_s$ and $P_t$ then
3. return $0$;
4. end
5. $L = \{\text{all grid points within the area enclosed by } P_s \text{ and } P_t\}$;
6. sort $L$ by the Manhattan distance from the $P_s$;
7. Build array $E[]$;
8. foreach points $P_t$ within the area enclosed by $P_s$ and $P_t$ do
9. $E[P_t] = 1$;
10. end
11. foreach $P_{now} = (x_{now}, y_{now})$ in $L$ do
12. if $x_{now} === x_t$ then
13. $E[(x_{now}, y_{now} + 1)] += E[P_{now}]$;
14. end
15. else if $y_{now} === y_t$ then
16. $E[(x_{now} + 1, y_{now})] += E[P_{now}]$;
17. end
18. else
19. $E[(x_{now}, y_{now} + 1)] += E[P_{now}] / 2$;
20. $E[(x_{now} + 1, y_{now})] += E[P_{now}] / 2$;
21. end
22. end
23. return $E[(x, y)]$

REFERENCES


Figure 13: Some instances of modified Hilbert curve in arbitrary rectangle


