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Abstract—Data replication is a key technique to achieve high data availability, reliability, and optimized performance in distributed

storage systems. In recent years, with emerged new storage devices, heterogeneous object-based storage systems, such as a storage

system with a mix of hard disk drives, solid state drives, and other non-volatile memory devices have become increasingly attractive

since they combine the merits of different storage devices to deliver better promises. However, existing data replication schemes do not

well consider distinct characteristics of heterogeneous storage devices yet, which could lead to suboptimal performance. This article

introduces a new data replication scheme called Pattern-directed Replication Scheme (PRS) to achieve efficient data replication for

heterogeneous storage systems. Different from traditional schemes, the PRS selectively replicates data objects and distributes replicas

to various storage devices based on their characteristics. It aggregates objects that have I/O correlation into object groups by

calculating object distance and makes replication for grouped objects according to application’s data access pattern identified. In

addition, the PRS uses a pseudo random algorithm to optimize replica placement by considering the storage device performance and

capacity features. We have evaluated the pattern-directed replication scheme with extensive tests in Sheepdog, a typical object-based

storage system. The experimental results confirm that it is a highly efficient replication scheme for heterogeneous storage systems. For

instance, the read performance was improved by 105 percent to nearly 10x compared with existing replication schemes.

Index Terms—Data replication, heterogeneous storage, object-based storage, access pattern, data distribution

Ç

1 INTRODUCTION

THE object-based storage model, which abstracts files as
multiple data objects stored in object-based devices,

becomes increasingly important for distributed storage sys-
tems in data centers [1]. It has beenwidely adopted in produc-
tion systems like Lustre [2], Ceph [3], and Sheepdog [4].
Recently, heterogeneous object storage systems that take
advantages of emerged new devices, such as non-volatile
memory (NVM) including solid state drives (SSDs), phase
change memory (PCM) [5], resistive RAM (ReRAM) [6], in
addition to conventional hard disk drives (HDDs), have
gained increasing attention. These storage systems leverage
different storage devices and combine the merits of them to
deliver an efficient storage solution. On the other hand, replica-
tion remains a key technique to achieve desired data availabil-
ity and reliability in many storage systems [2], [3], [4], [7], [8].
Its core concept is to automatically replicate data objects and
distribute them tomultiple devices.With replication, data can
be retrieved from other replicas if one copy is not accessible or

corrupted. Replication can also be used to improve I/O per-
formance by coordinating clients to access a local or near copy
of the data object [9], [10], [11], or by amortizing I/Oworkload
to achieve load balance among multiple copies [12], [13].

Although numerous studies have been devoted to the
design and development of data replication schemes, there has
been little work on data replication for heterogeneous, object-
based storage systems.As the performance and capacity of het-
erogeneous devices are different, it is critical to place replicas
concerning their characteristics. Existing replication strategies
mainly distribute data on heterogeneous devices according to
device types/tiers, e.g., placing replicas on HDD storage and
NVM storage separately [14], [15], [16], [17], [18], [19]. How-
ever, these strategies focus only on one characteristic of devices
(e.g., the capacity), while ignoring other features, such as band-
width. They do not distinguish different characteristics of het-
erogeneous devices and do not work well for heterogeneous
storage systems. Our research study presented in this paper
addresses this challenge to achieve an efficient, heterogeneous
data replication strategy by considering both device character-
istics (e.g., capacity and bandwidth) and data reliability.

Whenmaking data replication on storage systems, under-
standing data-access patterns is an efficient way to improve
storage system performance [20], [21], [22], [23], [24]. Cur-
rent replication strategies primarily use frequency or sequen-
tiality to work with heterogeneous storage, in which they
place replicas of the hot, frequently accessed objects on fast
devices (e.g., NVMs), while the cold, sequentially accessed
objects on slower devices (e.g., HDDs) [16]. Several distribu-
tion methods have also been used to model data-access pat-
terns, e.g., the distribution of access counts on files of a
system or file popularity [25], [26]. Although numerous prior
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work explored sequential locality or access frequency for
performance improvement, they place replicas in a way
ignorant of other patterns, such as data-access correlation.
For instance, two strongly correlated objects (e.g., two objects
that are often successively accessed together but in a varying
order) might be placed into NVM (e.g., SSD) and HDD,
respectively. If one object is all replicated on NVMs and the
other is all replicated on HDDs, it will lead to poor perfor-
mance when this same access pattern appears again in the
future. Even if the replica of the successive objects is placed
together on NVMs, it is up to the read policy that selects rep-
licas for reading data that decides the read performance.
Besides, it is difficult to determine data-access sequence
(sequential or random) in object-based storage for node/
server-side tracing because one file is divided into multiple
objects, which are distributed on different nodes. When a
sequential access occurs on a file, the I/O requests can dis-
perse on different nodes. Even merging all node/server-side
traces cannot get the accurate patterns because the time
when an I/O request reaches a target node is affected by the
network traffic and the local time of the target node. Our
study addresses this challenge by finding object correlation
via analyzing data-access behaviors. We further aggregate
the objects that have I/O correlation into one object group
for fast access. Specifically, grouping objects with temporal
correlation also improves the read performance since it
improves data location and ensures sequential accesses.

In this paper, we propose a new replication scheme called
pattern-directed replication scheme (PRS) for heterogeneous
object-based storage systems. The PRS analyzes applications’
access patterns and distributes replicas by considering data-
access patterns and heterogeneous device characteristics. It
groups objects based on their local pattern, namely temporal
correlation, or global pattern, namely frequency correlation, and
merges them for replication. A new object will be created as
the replica for object group to reduce I/Oaccess times and ben-
efit spatial locality. Data access sequence within object groups
is also considered. Specifically, a pseudo random distribution
algorithm is designed to optimize replica layout according to
device bandwidth while keeping data balance for capacity uti-
lization. The storage system can benefit from performance
improvement for future data accesses with the replication by
exploiting the full potentials of fast devices. Compared with
the preliminary, conceptual overview of pattern-directed rep-
lication scheme presented in our earlier study [27], we intro-
duce the complete design and methodology of PRS in this
paper including data-access pattern analysis, object replication
for access patterns, and pattern-directed replication strategy.
The proof-of-concept prototype we have built and the evalua-
tion we have conducted confirm that the PRS scheme can sig-
nificantly improve the I/O performance while achieving fair
utilization and data redundancy for heterogeneous object-
based storage. As far as we know, there are no existing data
replication schemes that leverage data-access correlation to
place replicas based on heterogeneous device characteristics.

The contributions of this study are four-fold:

� We introduce a pattern-directed replication scheme
that can achieve efficient data distribution for hetero-
geneous storage systems by understanding data-
access patterns.

� We introduce a pattern analysis method to identify
local or global data-access pattens for objects and clus-
ter objects into groups based on their I/O correlations.

� We design a data replication algorithm to distribute
object groups with identified patterns and optimize
replica placement with a pseudo random algorithm
that fully considers different node characteristics.

� We implement a prototype of the pattern-directed rep-
lication scheme based on the Sheepdog storage system.
Experimental results confirm that the PRS can signifi-
cantly improve the I/O performance and effectively
distribute replicas among heterogeneous devices.

The rest of this paper is organized as follows. Section 2
presents the background and motivation of this research.
Section 3 describes the key designs of the PRS scheme,
including architecture overview, object access pattern anal-
ysis, pattern-directed replication, and optimized data distri-
bution. Section 4 presents the evaluation results. Section 5
reviews related work in data replication scheme and hetero-
geneous storage systems. Finally, Section 6 concludes this
research study.

2 BACKGROUND AND MOTIVATION

2.1 File Striping and Data Objects

To meet the I/O demands of distributed applications, large-
scale clusters rely on object-based storage to manage data.
A storage object is a logical collection of bytes on a storage
device, with proper access methods, attributes describing
characteristics of the data, and other considerations like
security policy [1]. Unlike block storage, it can be used to
store entire data structures, such as files, database tables,
etc. In an object-based storage system, a file is divided into
multiple fixed-size objects, in which each object is stored
separately. Fig. 1 shows an example of data placement in an
object-based storage system. In this figure, a single file is
divided into multiple 4 MB objects. For each object, there is
an object ID corresponding to it, namely object0, object1,
object2, etc. The object ID uniquely identifies an object for
locating it. All objects and their replicas are distributed
across different nodes/devices for storage.

2.2 Replication Management on Heterogeneous
Storage

Replication is a key technique for data reliability and fault tol-
erance. It is a mechanism that automatically copies data and

Fig. 1. File division with replication in a typical object-based storage
system.
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distributes them with multiple replicas. By replication, the
data can be recovered or retrieved from other replicas if it is
not available or corrupted. In parallel/distributed file sys-
tems, replication is used to improve parallelism by amortizing
I/O workload on different nodes. When placing replicas,
the storage systems deliver different levels of consistency
guarantees to applications for accessing data. To satisfy more
acquirements, replication can also help to achieve additional
functionalities, such as snapshot and datamigration.

Traditional replication strategies can improve data avail-
ability but face challenges in heterogeneous environments.
A heterogeneous storage consists of different devices with
each having distinct characteristics. Compared with slow,
albeit cheap, hard disk drives, persistent NVM devices pro-
vide impressive performance advantages, but, at the same
time, suffer lower density, higher cost, and shorter endur-
ance. If we cannot take advantages of their unique features,
it will lead to a suboptimal design for data replication. For
instance, in Fig. 1, the I/O performance will be affected if
placing most replicas on large-capacity HDDs, while ignor-
ing NVMs. On the other hand, the NMVs will be quickly
exhausted if simply concerning on the performance. There-
fore, if the replicas are not distributed well, it will result in
imbalance on nodes and reduce system efficiency. To
address this issue, we propose a novel, heterogeneity-aware
data replication strategy that selectively makes replication
and distributes replicas in an optimized way by considering
device capacity and performance features.

2.3 Data-Access Pattern Matters

In large-scale storage systems, different applications often
generate distinct I/O workloads due to nonuniform data
accesses. For instance, some applications frequently access
certain hot data over a period of time while other applica-
tions are not. It has a direct impact on replication efficiency
if the hot data are not properly placed on faster devices. On
the other hand, heterogeneous device performance can
change with different data-access patterns, depending on
access sequence, request size, etc. Lacking awareness of this
variability will lead to resource waste and potential perfor-
mance degradation. Thus it is highly desired to explore
application behaviors for making data replication. In this
study, we leverage object correlation to discover local or
global data-access patterns, consider access sequence in
each pattern, and then use identified patterns to accommo-
date data replication on heterogeneous storage systems.

3 PATTERN-DIRECTED REPLICATION SCHEME

In this section, we introduce the detailed design of the pat-
tern-directed replication scheme for heterogeneous object-
based storage systems. The success of the PRS scheme relies
on solving two technical issues: analyzing object access pat-
tern to guide data replication and optimizing replication
layout for the heterogeneous storage environment, which
will be discussed in detail below.

3.1 Architecture Overview

The fundamental idea of the PRS is to consider different
storage device features and adopt a pattern-directed method
to aggregate objects with respect to identified access

patterns among objects for replication in a heterogeneous
storage system. It can improve data reliability and perfor-
mance efficiency based on existing replication strategies of
storage systems. The principle of this proposed scheme is
described below.

First, as shown in Fig. 2, the application running on phys-
ical machines or virtual machines (VMs) sends I/O requests
to the backend object-based storage system. The objects are
placed following the default data layout for its first and second
replicas, e.g., via the hashing-based algorithm to distribute
data which depends on the system design [4]. The data is
initially replicated with two copies for the redundancy goal
so that it is accessible if one copy is corrupted.

Second, the rest replicas for an object will be created with PRS
with pattern analysis. These replicas are determined for the
performance benefit since they are generated by considering
access patterns and heterogeneous device characteristics.
The data-access pattern analysis is based on the historical
object I/O requests that are traced by a tracing collector in
each storage node (server-side tracing). The analysis focuses
on five parameters: 1) object ID, 2) start offset in an object, 3)
size of the access, 4) access time, and 5) operation code (e.g.,
read or write). The object I/O trace can be collected online
during application execution. In a distributed storage sys-
tem, each storage node generates one trace file that contains
all its I/O requests for which the node receives or forwards.
The trace file is used for data-access pattern analysis and
object reorganization for replication in the node.

With this information, the PRS analyzes the trace to iden-
tify data-access patterns. It groups objects based on identi-
fied local pattern or global pattern for determining the third
or more replicas. The analysis phase can be performed
online or offline, and we conduct it in the offline manner in
the current study. The reason is two-fold. First, the trace
analysis is carried out for each application run, which
depends on the entire application behaviors instead of
requiring frequent real-time analysis. Second, the analytic
results can be obtained in the background and used for rep-
lication as the PRS generates new grouped object replicas in
an asynchronous way. Its influence on the system perfor-
mance can be negligible.

Finding data-access patterns and grouping objects can also
be used in a homogeneous environment. For example, we can
merge correlated objects and place them on a single HDD
instead of multiple HDDs for an optimization. However, in a
heterogeneous storage system, the devices have different
characteristics, which can be inefficient if making replication
on them equally. To distinguish heterogeneous devices, a fur-
ther optimized replication algorithm is proposed for data

Fig. 2. Overview of the pattern-directed replication scheme.
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distribution. With PRS replication, the original objects resi-
dent on one nodemay be replicated in other nodes. It does not
affect data access as PRS find the replica via an I/O redirection
to the newoptimized data layout.

Third, with identified patterns and PRS-generated repli-
cas, future accesses will benefit from the scheme. When an
object is being accessed and its PRS-generated replica is
found, a read policy may read the PRS-generated replica
via the object I/O redirection layer and the subsequent
reads are pre-loaded. Compared to the non-PRS replication
schemes that may separate correlated object replicas in
different devices, the PRS can improve the performance
significantly.

3.2 Data-Access Pattern Analysis

The goal of PRS scheme is to provide an efficient data repli-
cation strategy for heterogeneous storage systems. To
achieve that, we explore application behaviors from I/O
trace and make data replication based on analysis results.

3.2.1 Access Pattern Definition

In this study, we use the object accesses for pattern analysis
and leverage the identified patterns to direct data replica-
tion. We define two types of data-access patterns: a local
data-access pattern and a global data-access pattern. The
local data-access pattern represents the temporal-based corre-
lation, which reflects the object access order from a temporal
view. The I/O requests may come from different processes
or applications, but they will be eventually converted to
object requests on underlying storage at the storage node
side. Objects that are accessed together in a given interval
and accessed periodically belong to this pattern. Here we
do not consider spatial correlation for local patterns because
the neighboring objects with related object IDs (e.g,. object 1
and object 2) may belong to different files and are distrib-
uted to different nodes.

The global data-access pattern is defined to represent the
objects that are most frequently accessed during the applica-
tion run time. This type of pattern can be analyzed by syn-
thesizing the traces on all storage nodes. To find hot objects
in the global pattern, we consider a certain percentage of
objects as hot data in storage, which is decided according to
the architecture configuration of heterogeneous systems.
The rationale of this design choice is rather straightforward,
as the capacity of fast devices (e.g., NVMs) is limited in a
heterogeneous storage system, where the hot data should
be placed on these fast devices with higher priority. For
example, in an environment with HDDs and NVMs where
the capacity ratio of HDDs and NVMs is 9:1, then 10 percent
of objects are selected as hot data for the NVMs proportion.
These frequently accessed objects identified from the global
pattern have a higher priority to be placed in the NVM devi-
ces with higher bandwidth, such as SSDs, with the PRS. In
many situations, local patterns alone cannot reveal the
behavior of an application, and a global view is necessary
for guiding replication.

To better demonstrate the difference between local and
global patterns, we show a real example from tracing the
Sheepdog [4], a distributed object storage system, on a clus-
ter while performing the FIO benchmark [28]. Fig. 3 shows

the result, which is representative and observed in nearly
all our tests. Each point in the plot indicates that an object is
accessed at one timestamp. These points can be divided into
various groups with local patterns, where each group repre-
sents temporal correlation depending on the distance selec-
tion. For example, the objects in pattern1, pattern2, and
pattern3 (P1, P2, P3) belong to local patterns as these objects
in each pattern are accessed within 10 milliseconds. On the
other hand, P4 denotes a global pattern, in which two
objects (object ID is 2675 and 2983) are frequently accessed
with the access frequency in top 10 percent.

3.2.2 Object Distance Calculation

We define two types of data-access patterns as discussed
above and the PRS analyzes the trace to identify those pat-
terns. The objects with identified access patterns are
grouped for replication. There are two reasons to group
objects that are temporally related or frequently accessed.

First, grouping based on temporal correlation with local
pattern can help reduce I/O access times and benefit from
the locality. The grouping transforms multiple object
requests (random or sequential operations) on different
nodes into one single access on one node, which avoids
additional network communication and disk I/O overhead.

The second reason is that these frequently accessed objects
with global pattern are preferred to be placed on fast devices,
such as NVM. It is not always possible to identify the correla-
tion among data accesses. However, considering the cache
layer in storage systems, grouping hot data can help improve
the read performance as these data are frequently accessed in
NVMswith higher bandwidth. Grouping hot datawith global
pattern may lead to hotspotting in fast devices. We address
this issue from two aspects. First, our data replication strategy
distributes object groups among various devices according to
device bandwidth via a pseudo-number algorithm, instead of
centralizing them on a few devices. Second, the read perfor-
mance can be alleviated by accessing a data replica on other
devices if one device is overloaded.

To identify data-access patterns, the method of file/block
distance calculation is widely used in storage systems [29],
[30]. In a distributed object-based storage system, we use the
object distance calculation between two objects to identify
data-access patterns. We further use an object classification
algorithm to group objects based on the object distance. To

Fig. 3. Local and global data access patterns in real trace.
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avoid the size of one object group is too large, we limit the
object number to a predefined value in each group.

For the local access pattern, both the data-access interval
and order are important. The object trace collected for applica-
tions is a list of object requests in chronological order. If the
interval of two object accesses is very long from each other in
terms of the access time, their distance should be far, which is
not beneficial for replication. Also, if two object accesses are
close in terms of the time, but they only co-occur occasionally
(e.g., once only), then their correlation should not be consid-
ered stable. The PRS restricts the time interval to compute the
object distance. Specifically, it examines how far apart two
object accesses are. A time window is defined by the mea-
sured time elapsed between two continuous object accesses.
Amaximal threshold is specified, denoted asmaxwindow. Once
an object access happens later than the max window after the
current one, the PRS considers it out of the temporal order
and does not count them as continuous accesses. For any two
objects that are ever accessed in a period of time (i.e., falling
into the same maxwindow), the PRS further calculates their
access times in the samemaxwindow as an indicator of their dis-
tance, as defined below:

distðo1; o2Þ ¼ 1�Min

(
countðo1; o2Þ
countðo1Þ ;

countðo1; o2Þ
countðo2Þ

)
;

(1)

where countðo1; o2Þ is the access counts of both objects (o1; o2)
accessed in the maxwindow, and countðo1Þ and countðo2Þ are
the counts of these separate objects. The maxwindow is a fixed
value that can be preset for the trace. As we can see, the dis-
tance function reflects the access correlation of two objects.
The larger counts two objects are accessed temporally in the
maxwindow, the less distance between them.

For instance, for two objects, say object 1 and object 2,
the countðo1; o2Þ is 3 if they are accessed together for three
times within a time window. Assume these two objects are
accessed for one and two times at other timestamps (not in
the same time window), then the countðo1Þ and countðo2Þ
are 4 and 5, respectively. With the Equation (1), the dis-
tance between object 1 and object 2 is distðo1; o2Þ ¼ 1�
Minf0:75; 0:6g ¼ 0:4. Given the constant value countðo1;
o2Þ, the distance between object 1 and object 2 will increase
if countðo1Þ or countðo2Þ is larger. The increase of distance
means that object 1 and object 2 have lower correlation
because they are not always accessed together.

Different from local patterns, we consider the data-access
frequency to find objects for global access patterns, which
means only the most frequently accessed data will belong to
the global data-access pattern. As mentioned above, the PRS
selects a certain percentage of objects as hot data according to
heterogeneous device configuration. For the global data-access
pattern, the distance between two objects is calculated with
their hotness measure, as described below. To better support
the read performance, we calculate the countðo1Þ and countðo2Þ
as the read counts of each object. The more frequently two
objects are accessed, the less distance between them.

distðo1; o2Þ ¼
(

countðo1Þ � countðo2Þj j
countðo1Þ þ countðo2Þ

)
: (2)

For instance, if object 1 and object 2 have the values
countðo1Þ ¼ 55 and countðo2Þ ¼ 45, then their distance
distðo1; o2Þ ¼ 0:1. These two objects are in close correlation
for similar access frequency. However, the distance between
two hot objects can be high if there is a gap between their
access counter. Given the countðo1Þ ¼ 150 and countðo2Þ ¼
50, the object distance is distðo1; o2Þ ¼ 0:5, which means
object 1 and object 2 have low correlation.

3.2.3 Object Clustering Algorithm

With the distance formulas, we can calculate the distance
between any two objects and further classify them into dif-
ferent groups through clustering algorithms. Specifically,
we first classify hot objects into groups according to fre-
quency correlation, then classify the objects that have tem-
poral correlation. In other words, objects are grouped based
on both the global and local patterns. Two issues remain to
be resolved. One is that the group number is unknown, and
we may need to add or remove groups accordingly. The
other is that the number of objects in each group should be
limited to avoid the size of an object group to be too large.

We introduce the clustering algorithm by describing the
assignment of each new object as shown in Algorithm 1. We
define dis thr as the maximal access distance in a group. If
two objects are classified in the same group, their distance
should be less than dis thr. We further define obj thr as the
maximal number of objects that belong to the same group. If
the number of objects classified into the same group exceeds
this threshold, we will decrease the value of dis thr to split
the objects apart to avoid a large, single object group. We
define a factor a as the minimal adjustment parameter on
dis thr each time.

Algorithm 1. Object Clustering Algorithm

1: procedure Clustering obj
2: ðdis min; near gÞ ¼ min ioðgroups; objÞ
3: if dis min � dis thr then
4: near g ¼ assignðobj; near gÞ
5: if sizeðnear gÞ > obj thr then
6: dis thr� ¼ a

7: Re� run the clustering algorithm
8: end if
9: else
10: new g ¼ create new groupðgroups; objÞ
11: end if
12: end procedure

During object grouping process, the clustering function
will first call min_io(groups, obj) to calculate the nearest
group (near g) and also the minimal distance (dis min) for a
new object obj. If the minimal distance is less than the dis-
tance threshold dis thr, this new object should be put into
that group near g, which increases the number of objects in
that group too. If the number of objects in this group
sizeðnear gÞ is larger than the threshold obj thr, we will
adjust (i.e., decrease) the dis thr by a to constrain the num-
ber of objects in one group. Once the distance threshold
dis thr is changed, we need to re-run the clustering algo-
rithm on these objects again to adjust other groups. If the
minimal distance dis min between objects to any group is
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larger than the distance threshold dis thr, then the new
object obj should be placed into a new group created by call-
ing create_new_group.

3.3 Object Replication for Access Patterns

With the object clustering algorithm, the PRS groups objects
based on the local pattern and global pattern by analyzing
the I/O accesses of applications. The objects in the same
group are aggregated to a new object and replicated. The
PRS only replicates the data with identified access pattern,
which are generated as the third or the rest replicas for
objects. The granularity of grouping is object-based, which
means that the entire object will be grouped for replication
even if part of its data is accessed.

Fig. 4 illustrates the grouping for objects with local pat-
terns. It can be seen that multiple objects with identified
local patterns are aggregated to one object. For example, the
object group replica 1 consists of 4 objects, in which they
belong to one local data access pattern according to the clus-
tering algorithm. Each of the object group is a new object
with a new object ID. It will be replicated as separate files in
the dedicated directory on the local file system where the
original objects are stored.

For an application, the data are often accessed with dif-
ferent frequency. The PRS replicates the hot objects identi-
fied in the global pattern, as shown in Fig 5. According to
the ratio of NVM devices’ capacity and the total capacity in
a heterogeneous environment, a certain percentage of
objects are selected as hot data by sorting read counts. With
the object distance between each two objects, the hot data
are clustered into different groups in global patterns. The
objects in the same group are reorganized to create a new
object for replication. From Fig. 5, it can be seen that there
are three replicas, each of which has multiple objects for
identified global patterns. The replication of the global pat-
tern can also include objects with the local pattern. For
example, replica 1 has two objects (e.g., object 1 and object 4)
that belong to one local pattern.

When grouping high frequency objects to merged repli-
cas, the high frequency objects are not necessarily accessed
together. It would cause reading amplification which reads
too much for what actually needs. However, this issue can
be relieved by turning down the ratio of hot data to merge
only a small part of hot data. Moreover, we can also limit
the hot data amount of a group by considering object access
time. For instance, the hot data in a group need to be
accessed in a certain period, such as one minute.

For the objects with identified access pattern, the PRS
first replicates them with a global pattern. This means the
hot objects will first be grouped for replication. The

remaining objects that do not belong to any global pattern
will be grouped for identified local patterns. The objects
which are not in global or local patterns will not be repli-
cated with PRS. The number of replicas can be pre-defined,
which reflects the redundancy of objects in the storage sys-
tem. When objects are grouped into a new one, they are re-
organized in a random order, where the index of each object
in the group will be recorded in a redirect table for search.
Then all replicas will be placed in an optimized layout on
the heterogeneous environment to improve the I/O perfor-
mance and keep data balanced across nodes, as described in
next subsection.

3.4 Pattern-Directed Replication Strategy

When generating replicas for objects with local or global pat-
terns, how to place replicas according to different device char-
acteristics is an important issue. To address this problem, we
adopt a heterogeneous, device-aware data replication strat-
egy. The novelty is that we consider both device capacity and
bandwidth for data distribution and place replicas for objects
with identified access patterns on different devices.More spe-
cifically, we adopt a pseudo random number algorithm to
optimize replica layout in a heterogeneous environment. It is
inspired by the SPOCA [31], [32] and SUORA [18] algorithms,
but extends them by distributing data based on data access
patterns and device characteristics.

3.4.1 Access Sequence in Local or Global Patterns

We have described how to group objects with local or global
patterns for their I/O correlations. To decide which device
an object group should be best placed, it is also critical to
consider data access sequence within the object group
because device performance can change with different I/O
workloads. In order to achieve an optimized data distribu-
tion, we first analyze device performance (specially we com-
pare HDDs and SSDs) under different I/O workloads, and
then introduce how to distribute object groups on heteroge-
neous devices.

Fig. 6 shows the I/O performance comparison of HDD
and SSD, where the tests were conducted with FIO bench-
mark [28] on one nodewith Ext4 file system. From the figure,
two observations can be made. First, it can be seen that SSD
favors workloads with random and small I/O size. For
instance, the bandwidth of SSD is from 84.2 to 6.5 times than
that of HDD for random read when the request size varies
from 1KB to 128KB. The similar results are observed for
random write operation. However, the SSD only achieves
1.45 times to 3.7 times of the HDD bandwidth with the

Fig. 4. Grouping objects with local patterns. Objects 0, 2, 4, 6 and
objects 7, 9, 10 belong to two different local patterns.

Fig. 5. Grouping of objects with global patterns. Objects 1, 4 also belong
to one local pattern.
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random request size larger than 128KB. Second, the perfor-
mance gap between SSD and HHD is small for sequential
access. The improvement on bandwidth is from 1 to 3 times
for SSD compared with HDD under sequential read and
write operations. Although the results were collected and
tested with specified devices, they represent the typical dif-
ference of HDDs and SSDs.

The test results show that access sequence has an impact
on the performance of data access. In order to explore access
sequence, we further analyze access sizes of objects in one
object group. For objects with local pattern, if each access
size is less than a threshold, such as 128KB, the object group
can be identified as “random and small access” because all
data accesses in it are dispersive with small size. This object
group should be placed on SSDs because SSDs achieve
much better performance than HDDs for this pattern. On
contrary, objects with “large size access” can be placed on
HDDs because there is no significant performance gap
between HDDs and SSDs in this case. Particularly, an object
group can be regarded as “sequential access” when access
length of all objects in the group reach the object size (e.g,
4MB). Similarly, for global pattern, objects with “random
and small” access should be placed on SSDs. Objects that
are accessed with large sizes or sequentially are placed on
HDDs. These objects can also be placed on SSDs because
they are hot data. Fig. 7 illustrates data access sequence in
local or global patterns.

3.4.2 Optimized Data Distribution in Heterogeneous

Storage

In this section, we introduce the design of optimized repli-
cation placement algorithm on heterogeneous storage sys-
tems by considering both object access patterns and device

characteristics. Specifically, we adopt a pseudo random
number algorithm to distribute object groups in a heteroge-
neous environment. This approach extends SPOCA [31],
[32] and SUORA [18] algorithms by considering both node
performance and node capacity.

With this idea, PRS first organizes heterogeneous nodes
(or devices) by assigning them to different segments in a
logic number line. Each node is assigned to one or more seg-
ments according to its average bandwidth via dividing the
bandwidth by a performance parameter p, which can be
predefined by users or according to device configuration
(e.g., the minimum value of all average bandwidth).

Segment length ¼ Node bandwidth

p
:

The segment begins with the point of an integer number
with the maximal length set to 1. When the segment length
of a node exceeds one segment, it is assigned to a new con-
secutive one with the smallest segment number in the num-
ber line. Fig. 8 shows an example of segment assignment for
storage nodes with different specifications in Table 1. Given
p ¼ 360, Node 1 and Node 2 are assigned to segments seg_0
and seg_1 with the segment length 0.41 and 0.73, respec-
tively. Note that Node 3 is assigned to two segments (seg_2

Fig. 6. I/O bandwidth comparison of the HDD (Seagate ST9500620NS)
and the SSD (Intel SSDSC2BA200G3T) with random and sequential
workloads.

Fig. 7. Three patterns of data access sequence in the object group with
local or global patterns. In each pattern, one object group is used as an
example with a few objects in it. Assuming the object size is 4MB and
the threshold between small and large-size access is 128KB, the figure
shows different access sequence: (1) in the random and small access,
data are accessed with small sizes in different objects; (2) in the large
size access, data are accessed with large sizes in different objects; (3)
in the sequential access, data are accessed with full object size in con-
secutive objects. If there are multiple accesses on the same object (e.g.,
an object is accessed more than one time in the same period), the maxi-
mize access size is used.

Fig. 8. Mapping of nodes and segments. Nodes are divided into various
segments in a logic number line, in which a specific device is assigned
to one or more segments for performance feature (e.g., four segments
for node1 to node3 with their segment ranges being [0, 0.41), [1, 1.73),
[2,3), and [3, 3.5)).
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and seg_3) because its segment length is larger than 1. As
the node is assigned to segments proportional to the band-
width, the value of p does not affect the replica placement.

After the segment assignment of nodes is determined,
the data is then mapped to one segment by pseudo random
hash functions (e.g., the SIMD-oriented Fast Mersenne
Twister (SFMT) algorithm [33]). We choose the pseudo ran-
dom number mapping because it can distribute data pro-
portional to the segment length (also is the node
bandwidth). As there may have gaps between node seg-
ments (due to different segment length), a random number
sequence ~R is generated according to data ID until it fits the
range of one segment. The random numbers in the sequence
~R are generated in a given range ½e; wÞ by a hash function
fðx; sÞ, where x is data ID, s is the seed, and e and w are
lower and upper range limits of distribution, respectively.
In most cases, the value of e is 0, and the value of w is the
position of segment with maximum number. If the seed for
a data ID is the same, the same random number sequence
will be generated. For example, in Fig. 8, the range ½e; wÞ
can be set to ½0; 4Þ. Supposing the number sequence of one
data is ~R ¼ f0:8; 2:3g, the data will be placed on seg_2
because the number 2.3 first fits seg_2 in the number line. If
the number of replicas is m, there are at least m random
numbers generated for mappingm segments in the ~R.

To further optimize the replication placement algorithm,
data access sequence is considered todistribute data on hetero-
geneous nodes. For the object group with random and small
access, if it is assigned to HDDs by the pseudo algorithm, new
random numbers will continue to generate until the object
group maps to NVMs (e.g., SSDs). For the object group with
large size and local patterns, it will be finallymapped toHDDs
even if random numbers match NVMs at first. Otherwise, the
object group will be distributed in a general way as discussed
before via the pseudo randomnumber algorithm.

With our algorithm, one node may contain large amounts
of data for high bandwidth (e.g., an NVM node compared
with an HDD node). To address this issue, data replicas will
be placed on other nodes if the node has no enough storage
space. Algorithm 2 details the optimized replication distri-
bution algorithm in PRS. TheMatch function means the pro-
cess of mapping an object group to nodes using the pseudo
random number algorithm. It ensures efficient usage of het-
erogeneous device performance and to balance the con-
sumption of the remaining capacity of each node.

3.5 Object I/O Redirection

The function of the object I/O redirection layer is simple
and straightforward. To find the original object in an object

group, the I/O redirection layer re-calculates the offset and
maps the object to its replica (object group) with the opti-
mized data placement algorithm. A typical data access
request usually includes three parameters object id, data offset
and request size. With these parameters, as well as access
patterns, an object redirect table is built to transform the
data access from an object to its replica.

Algorithm 2. Replication Placement Algorithm

INPUT data ID x, replica number m, segment number n,
threshold of remaining capacity t, seed s;
1: segment½n� = segment array
2: for i ¼ 0; i < m; iþþ do
3: val ( hashðx; sÞ
4: while x =2 segment do
5: for j ¼ 0; j < n; jþþ do
6: ifMatchðval; segment½j�Þ and
7: remaining capacity of segment½j� > t then
8: segment½j� ( x
9: node assigned to segment½j� ( x
10: end if
11: end for
12: val ( hashðx; sÞ
13: end while
14: end for

Fig. 9 shows the data structure of the redirect table. It is a
mapping table that maintains the relationship between
object ID and replica object ID. The object offset indicates the
start address of the original object in the replica object
(which contains an object group). The pattern field marks
whether the replica object is in local or global pattern. The
sequence represents access sequence in the replica object,
such as random and small access, large size access and
sequential access.

The mapping in the redirect table will not be modified
once the objects are replicated. This means the replica posi-
tion and object group will not change for an object with local
or global patterns. It can keep replica consistency and
reduce data migration. The redirect table can be constructed
when making replication and only records the mapping for
objects that are replicated. As PRS analyzes I/O trace for
each storage node, each storage node has an independent
redirect table. Different nodes have a different view of the
mapping and there is no need to be globally updated (we
do not consider node changes in this study).

For object read/write operations, the PRS will first search
the object in the redirect table. If an object is replicated, it is
located in the replica by object offset and accessed with data
offset and request size when reading. To reduce the overhead
of search in the redirect table, we use a binary search tree for
data structure management (the evaluation in Section 4.6

TABLE 1
The Specification of Data Nodes in an Assumed Cluster

Node
number

Segment
number

Device name Capacity
(GB)

Max
throughput
(MB/s)

1 0 Raw Seagate hard
disk

1000 146

2 1 WD Red RAID5
with 4 disks

500 263

3 2, 3 Samsung 850 EVO 256 540

Fig. 9. The data structure of redirect table in PRS.
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shows that there is a negligible influence on performance).
As the random number sequence is determinate for an object
ID, an object can be redirected correctly to its replicas with
our optimized data placement algorithm.

4 EVALUATION

In this section, we present the evaluation results of the pro-
posed PRS. We implemented the PRS in Sheepdog [4], a dis-
tributed object-based storage for virtual machine storage,
which is a typical storage scenario in data centers.

The experiments were conducted on a local 32-node clus-
ter, including 16 storage nodes and 16 client nodes hosting
VMs. In the storage nodes, three of them are equipped with
dual 2.6 GHz Xeon 8-core processors, 16 GB memory, and a
200 GB Intel SSD (average bandwidth 380 MB/s, SSDSC2
BA200G3T); others have dual 2.5GHzXeon 8-core processors,
16 GB memory and a 500 GB Seagate SATA HDD (average
bandwidth 160 MB/s, ST9500620NS). The VM running in the
client node was emulated by KVM-QEMU and configured
with 2 vCPUs and 8 GB RAM. The VDI was created with
128 GB capacity. All nodes run Linux kernel 2.6.32 version
with 1Gbit/s network connection.

Each storage node in Sheepdog can be used as a gateway
node to receive or forward I/O requests from clients. The PRS
analyzes the trace of the first replica for objects and creates
redirect table for replication. The trace collector is implemented
based on Sheepdog to collect data accesses of each node in
real-time with little runtime overhead (below 1 percent). In
our tests, we first ran the application for one time to collect the
I/O trace. Then the objectswith identified data access patterns
were replicated asynchronously, thus the application can ben-
efit from the PRS for accessing replicas in the future. With the
trace data in our experiments, the maxwindow was set as 10
milliseconds, and the maximum access distance dis thr and
the maximum number of objects in a group obj thr were 0.1

and 10, respectively. The thresholds of remaining capacity (in
Algorithm 2) and of identifying random and small access
were 10 percent and 128KB. We use the SIMD-oriented Fast
Mersenne Twister (SFMT) [33] algorithm to generate pseudo
random numbers to optimize replication placement, with the
parameter p ¼ 160.

4.1 Evaluation With FIO Benchmark

The purpose of the evaluation presented in this subsection
is to study the effectiveness of the proposed PRS in a hetero-
geneous environment. The tests were conducted with 8
HDD nodes and 2 SSD nodes, in which the capacity ratio of
SSDs is near 10 percent. One client VM was launched to per-
form the FIO benchmark. We tested PRS on two aspects:
evaluation on pattern-directed replication and optimized
data distribution.

First, to ensure we observe the improvement only from
applying the pattern-directed replication, we disabled the
optimized data distribution in these tests. Therefore, the
replication and original objects use the same data layout.
We use the formulas in Section 3.2.2 to calculate object dis-
tance and adopt Algorithm 1 to group objects. The grouping
process only takes several seconds (e.g., 0:95s for distance
calculation and 1:57s for grouping objects for 100,000 data
accesses), hence has little impact on our asynchronous data
replication scheme.

Fig. 10a, 10b, 10c, 10d show the read performance of
enabling pattern-directed replication (PD only) compared
with the original data access in Sheepdog configured with
one original (original-1 rep) and three copies (original-3 rep).
The PD replication makes 3 copies of objects with identified
access pattern and places them using a consistent hashing
algorithm, which is also the default distribution algorithm
in Sheepdog [4], [34]. For the object that is replicated with
PD replication, it will be read from the replica (object group)
via the I/O redirection layer. In Fig. 10a and 10c, we run FIO

Fig. 10. FIO performance improvements with pattern-directed replication and optimized data distribution.
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benchmark with 1 to 512 jobs in the VM, which uses Sheep-
dog as the backend storage. Each job accessed an indepen-
dent file with 100 MB in an asynchronous way to make use
of the concurrent access of storage nodes, and the request
size was 256 KB. For PD only test, it reads the same files but
accesses data from copies generated based on the pattern-
directed replication. The objects with identified access pat-
tern are replicated and grouped for access location and
performance improvement. It can be observed the average
bandwidth was improved by 2 to 303 percent.

With more jobs, the performance gradually increased till
it reached a stable value and decreased after the number of
jobs reached 256. The cause of the decrease was that each
storage node needs to serve more jobs, which makes the
competition among requests in the I/O queue more severe.
Compared with the original data access in Sheepdog, the
rate of bandwidth degradation was much lower for PD.
These tests confirmed the effectiveness and scalability of
our replication scheme, which aggregates and replicates
objects with identified access patterns to improve I/O per-
formance. Fig. 10b and 10d show the similar results when
we run FIO with request size from 1KB to 4MB. The per-
formance of PD only was 101 to 273 percent higher than
that of original data access. When the request was smaller,
average bandwidth became lower as the storage node
needs to serve more requests, which resulted in more time
for disk seeking.

Second, we conducted experiments to study the impact
of the optimized data distribution on data access perfor-
mance. The replication is stored in two different ways: one
is the default consistent hashing algorithm (PD only), and
the other is by the optimized data layout (PD + optimized-
layout). In both data distributions, the number of replicas
was set to 3.

Fig. 10e, 10f, 10g, 10h show the results of reading perfor-
mance with FIO benchmark by adjusting job numbers or
request sizes. It can be seen that the optimized replication
distribution contributed an extra 109 to 460 percent perfor-
mance improvement based on the performance that was
already achieved by PD replication scheme. This is because
that the replicas with identified access patterns have
higher priority to be placed on the SSD nodes, which
improves the I/O performance. The overall performance
was improved by 1.05 times to 11.56 times when using
both PD and optimized-layout replication in the PRS. Note
that all the average bandwidth reached a similar peak
value during tests. It is because the FIO performance in the
VM is limited by the physical network bandwidth in the
node where the client is running.

4.2 Performance Improvement on Skew Data
Distribution

To measure the performance improvement of the PRS on
unbalanced data access, we run FIO benchmark with work-
loads of random and sequential I/O with increasingly skew
access distribution (Zipf distribution) [35]. The tests were
conducted on Sheepdog running on the same node setting
as aforementioned, where a VM client is in the SSD node. It
generates more skew data distribution with the increase of
Zipf distribution value, ensuring that some part of the data
is more frequently accessed than others.

Fig. 11 shows the read performance by comparing the
original system with three replicas to the PRS enabled sys-
tem. It can be observed that both the original system (origi-
nal-3 rep) and PRS had better performance with the increase
of Zipf distribution value. The performance increase is
because more data become hot and can be accessed from
the objects/replicas in the SSD nodes. Moreover, the PRS
scheme outperformed original data access in both random
and sequential workloads. The performance improvement
is mainly because PRS can distinguish hot data and aggre-
gate hot data with global patterns for replication. These rep-
licas of hot data are placed in SSDs with higher priority via
the Algorithm 2, which contributes to the read bandwidth
in PRS. On contrary, the original data access treats heteroge-
neous devices uniformly with consistent hashing distribu-
tion. Although it may place some object replicas in SSDs,
the benefit on performance is limited.

The bandwidth observed was also higher than previous
results in Section 4.1 because the client can read data
directly from the local SSD device. In a nutshell, our replica-
tion scheme achieved higher performance by identifying
data access pattern and taking advantage of heterogeneous
device characteristics.

4.3 Evaluation With File SystemWorkloads

In this subsection, we present the results of experiments
conducted using the benchmark Filebench [36] that emu-
lates file system level workloads of real applications. The
specification of workload is described in Table 2, where R/
W means the ratio of reads and writes, and WF means read-
ing or writing a whole file. The configuration is 8 HDD
nodes, 2 SSD nodes and 1 client node. We compare the PRS
with consistent hashing algorithm [34] and straw buckets (a

Fig. 11. Read performance improvements with different data skewness.
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typical replication algorithm in CRUSH) [14] based on
Sheepdog, with each one making 3 replicas.

Fig. 12 shows the performance comparison of different
replication schemes under various file system workloads. It
can be observed that applications with the PRS scheme
achieved the best performance. This performance advan-
tage is because that the PRS identifies data access patterns
and selectively makes replication in an optimized data
placement. It considers both the I/O request patterns and
heterogeneous device characteristics. In contrast, the consis-
tent hashing and straw buckets algorithms place data
among devices with a uniform distribution, without distin-
guishing different device merits. The results further confirm
the efficiency of the PRS.

4.4 Evaluation with Multiple Clients

To further study the performance benefit of the PRS, we use
multiple clients running on different nodes to perform read
operations and get the total result by adding each band-
width of them. The tests were conducted on 15 storage
nodes and 16 client nodes with replica number 3. We run 1
to 16 clients to launch FIO on different virtual machines.
Each FIO instance has 16 jobs, in which each job accessed an
independent file with 100MB in an asynchronous way with
the request size of 256KB.

From Fig. 13, it can be observed that the performance of
all algorithms improves with the increase of client number.
This is because Sheepdog distributes objects on various stor-
age nodes and provides concurrent data access for clients.
Compared with consistent hashing and CRUSH algorithms,
the PRS scheme shows an improved bandwidth. It achieves
a more rapid growth for performance with the increase of
clients. As the PRS groups objects with identified access pat-
terns, it can reduce the I/O access times and network com-
munication cost. Simultaneously, the PRS scheme places
replications in an optimized layout, which efficiently use
the performance advantage of SSDs. For consistent hashing
and CRUSH algorithms, they place replications on HDD
and SSD nodes evenly, which cannot distinguish the differ-
ent device characteristics.

4.5 Evaluation and Comparison of Different
Schemes

We have also conducted a series of tests to compare PRS
with other replication schemes. For comparison, we also
implemented three replication schemes in Sheepdog based
on data access sequence or frequency patterns, in which the
methods are widely used in existing works. In the sequence-
based scheme, two objects’ replicas are placed in the same
node if they are sequentially accessed in one file. In the fre-
quency-based scheme, hot objects (e.g., 10 percent of all
objects) are replicated in SSD nodes. The sequence and fre-
quency-based scheme replicates objects by taking both access
sequence and frequency into account.

Fig. 14 reports the FIO read results of different schemes.
The evaluation was conducted on all storage nodes with 16
clients. In sequential read benchmark, the sequence-based
scheme achieved better performance than the frequency-
based scheme as it can achieve more data locality for object
access in this pattern. On contrary, the frequency-based
scheme has higher bandwidth than the sequence-based

TABLE 2
The Specification of Emulated File System Workloads

of Different Applications

Application Dataset R/W Ave File Size I/O size

fileserver 36 GB 1:2 256 KB WF
varmail 15 GB 1:1 32 KB WF
webserver 25 GB 10:1 256 KB WF
videoserver 42 GB 1:0 1 GB 1 MB

Fig. 12. Performance under workloads of different applications.

Fig. 13. FIO performance comparison with multiple clients.
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scheme for placing hot data on SSDs. In both tests, the band-
width can be further improved by the sequence and fre-
quency-based scheme. Compared with other schemes, the
PRS achieved the best performance for a wide spectrum of
request sizes. The advantages of PRS are primarily attrib-
uted to the design that it considers both I/O correlations
and access sequence to replicate objects on heterogeneous
nodes and by distinguishing their different characteristics.

4.6 System Overhead and Write Optimization

In our evaluations, the object requests are traced one time,
and replications are made in an asynchronous way. With the
PRS, the I/O redirection layer needs to check whether the
opened object is replicated for object read/write operations,
thus to decide whether to do the offset calculation. To test
the overhead caused by themapping in the redirect table, we
run FIO with original data access in Sheepdog, and just
create an object redirection table to store each object and look
up it before accessing an object.

Fig. 15 shows the performance comparison by FIO
between Sheepdog and data access on Sheepdog through
an object redirection table (the PRS scheme). As expected,
the overhead of looking up an object in the redirection table
is negligible. It is because we use a binary search tree for

data structure management in the redirection table, which
generally follows the OðlognÞ asymptotic trend. In some
cases, some applications do not have regular data access
patterns thus will not benefit from the access to the PRS rep-
lication objects. At this time, the overhead may exist, which
may affect the performance for applications.

The write optimization is often more complicated in
storage systems due to I/O scheduling policy, data consis-
tency, and other factors. The effectiveness is also not evi-
dent sometimes due to the existence of write-buffer and
asynchronous writes. However, in our tests and evalua-
tions, it was observed that the PRS achieved better aggre-
gated bandwidth over the existing replication schemes due
to the fact that it well considers distinct characteristics of
heterogeneous devices. We report the results of one set of
representative tests, as shown in Fig. 16, for the asynchro-
nous sequential write performance with a total 10 GB file
and sync flag. The Sheepdog runs on 8 HDD nodes and 2
SSD nodes with only one replica, which is notated as origi-
nal-1 rep. For PRS scheme, the file was created first with
one replica and then rewritten, thus updating an additional
new replica if it is replicated. It can be seen that the perfor-
mance improvement was up to 1.75 times, not as signifi-
cant as the benefits observed in the read tests, partially
due to the fact that the write operation needs to be propa-
gated to all replicated copies.

5 RELATED WORK

Numerous studies have been conducted in recent years on
data replication schemes and heterogeneous storage sys-
tems. We discuss existing work in this section and compare
them with this study.

5.1 Data Replication Scheme

Data replication is widely used in many storage systems.
The popular object-based storage systems, such as Ceph [3]
and Sheepdog [4], provide data replication with determin-
istic hash mapping functions. The distributed file systems,
such as GFS [37] and HDFS [38], divide data sets into blocks
of a fixed size and replicate them with rack-aware data
placement. To avoid the uneven load distribution across
nodes, the dynamic block replication schemes have been
proposed with the goal of balancing node load while ensur-
ing node and rack-level reliability requirement [39], [40].
Different from these strategies that depend on replication
algorithms to improve data redundancy, our proposed PRS
scheme makes data replication according to data-access

Fig. 14. FIO performance comparison of different schemes.

Fig. 15. System overhead for sequential read.

Fig. 16. Write performance with different request sizes.
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patterns, thus can further improve I/O performance while
having little impact on data reliability [10].

There are alsomany I/O optimizations based on data repli-
cation in parallel/distributed file systems. Zhang et. al. [12]
proposed a data replication scheme to amortize I/Oworkload
to multiple replicas to eliminate I/O interference so that each
I/O node only serves requests from one or a limited number
of processes. Song et. al. [13] proposed a hybrid replication
scheme for complex applications, which consist of different
data-access patterns, and choose one replica with the lowest
access cost for each data access. Yin et. al. [41] described an I/
O data replication scheme to reorganize data according to the
data-access pattern for parallel file systems and saves these
reorganized replicas with appropriate data layout based on a
cost analysis model. Jenkins et. al. [42] proposed a partial data
replication system which captures I/O access traces and uses
a performance model to evaluate and select optimized data
distribution. PFRF [25] selects themost popular files and repli-
cates them to the clusters. All these studies, however, are
designed for homogeneous storage systems. In contrast, our
proposed PRS scheme provides data replication and place-
ment for heterogeneous storage systems, which can distin-
guish heterogeneous node performance while achieving data
balance for capacity utilization.

Some other replication schemes are designed to dynami-
cally replicate data and reorganize data layout on distributed
storage systems [9], [43], [44], [45], [46]. Several approaches
are designed to reduce the effect on data integrity and avail-
ability when storage node members change [47], [48], [49] or
correlated failures occur [50], [51]. Skute [44] determines the
most cost-efficient locations of data replicas with respect to
their popularity and their client locations to achieve a scalable
and highly available key-value store. DARE [9] proposed a
distributed adaptive data replication algorithm that aids the
scheduler to achieve better data locality. Additionally, recent
studies have also applied hybrid methods [52] or coding the-
ory [51], [53] to achieve a trade-off among data consistency,
availability, and performance. These studies provide a flexible
and adaptive way for data replication. Different from them,
our proposed PRS scheme groups objects based on data-
access patterns and makes replication for object groups with
an optimized layout, which can further alleviate the perfor-
mance gap between compute and the I/O subsystem in
object-based storage systems.

5.2 Heterogeneous Storage Systems

Heterogeneous storage architecture has become increasingly
popular for massive data storage in data centers and distrib-
uted computing platforms. Most existing data placement
algorithms can fairly distribute data in homogeneous storage,
but do not meet the requirements well in a heterogeneous
environment [34]. Some algorithms address data placement
in a heterogeneous environment with considering limited
device characteristics. For instance, CRUSH [14] is a pseudo-
random algorithm that efficiently and robustly places data
across a heterogeneous and tiered storage cluster. However,
for each bucket, it essentially distributes data with hashing
functions among homogeneous devices. The SPOCA [31], [32]
and SUORA [18] algorithms assign segments of the hash
space in a number line proportional to nodes’ capacity and
store data among segments with pseudo-random numbers.

Although these algorithms are designed to distribute data in
heterogeneous environments, they focus on one device fea-
ture (e.g., capacity) while oversighting other characteristics,
such as bandwidth or latency of different devices.

There is a rich body of related works on hybrid storage
systems [54], [55], [56]. Welch et. al. [57] studied the file size
distribution on high performance computing storage systems
and proposed to allocate metadata and small files onto SSDs
whereas using much cheaper HDDs for large files. Janus [58]
is a multi-tiered distributed file system that stores newly cre-
ated files in the flash tier and moves them to the disk tier
using the First-In-First-Out (FIFO) or Least-Recently-Used
(LRU) policy. MOBBS [16] provides a hybrid block storage
for VMs (virtual machines) by dynamically optimizing data
placement between the HDD pool and SSD pool based on
real-time workload. Hystor [59] manages both HDDs and
SSDs as a single block device that stores data incurring large
I/O latencies on SSDs. HAS [60] and HARL [61] present het-
erogeneity-aware data layout schemes that distribute data
across HDD and SSD servers with the consideration of
applications’ data-access patterns and I/O performance. Our
previous work, HiCH [19] and two-mode distribution [17]
introduce new variations of the consistent hashing algorithm
to manage data distribution in a heterogeneous storage sys-
tem. However, most of these studies explore heterogeneous
node potentials by considering the overall performance dif-
ference between them (e.g., partitioning nodes into HDD and
SSD storage, respectively) and distribute data on different
storage or tier in a separate way.

Different from these efforts, our proposed PRS scheme
addresses the challenge by distinguishing heterogeneous
device characteristics. The PRS achieves replication with
considering both the bandwidth and capacity of heteroge-
neous devices, and also data-access patterns, to efficiently
distribute data with a pseudo-random algorithm in a hybrid
or multi-tier storage hierarchy including HDD, SSD, and
NVM devices in general.

6 CONCLUSION

Along with the emergence and rapid adoption of new stor-
age devices, such as solid state drives and non-volatile
memory, a heterogeneous storage system that leverages
merits of different storage devices has become highly attrac-
tive. On the other hand, these heterogeneous storage sys-
tems still largely rely on data replication technique to
achieve high data availability, reliability, and optimized
performance. Existing replication schemes, however, are
primarily designed for a homogeneous environment and
focus on considering data locations and rack/power/switch
redundancy. Yet, they do not well consider distinct storage
device features in a heterogeneous environment. Existing
schemes do not well consider the impact of applications’
access patterns in a heterogeneous environment either.

Motivated by addressing these limitations of existing rep-
lication schemes, this paper introduces a new pattern-
directed replication scheme to achieve highly efficient data
replication in heterogeneous object-based storage systems.
The PRS addresses two technical challenges: analyzing object
access pattern to guide data replication and optimizing rep-
lica layout to take advantages of heterogeneous device
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characteristics as we have described in detail in this paper.
To verify the potential, we have built a prototype of the PRS
in the Sheepdog distributed storage system and carried out
extensive tests with various workloads. The experimental
results show that the PRS is an effective replication scheme
for heterogeneous storage systems. It considers unique fea-
tures of storage devices in a heterogeneous environment and
significantly improves the performance. For instance, it
improved the read performance by 105 percent to nearly 10x
compared with typical data replication schemes.

While this study is only one step toward making a highly
efficient replication scheme for growingly critical heteroge-
neous storage systems, the pattern-directed replication
scheme has shown its promise. Although the evaluations
were performed on virtual machines, they are a reasonable
representation of what could be expected in a physical sys-
tem because the PRS provides a general method for data rep-
lication. In the future, we plan to continue exploring efficient
ways of utilizing devices and applications’ characteristics for
a better storage solution. We also believe that such a pattern-
directed replication scheme has value in a deep storage hier-
archy that extends the traditional permanent data store to
multiple hierarchies with a variety of non-volatile devices.
We plan to continue research investigation along this direc-
tion too, and this study also calls for community’s collective
efforts to address these challenges.
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